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Combined Parameter and
Function Estimation With
Application to Thermal
Conductivity and Surface
Heat Flux
This is a numerical and experimental study on the combined parameter and function
estimation. The determination of thermal conductivity and the surface heat flux is an
illustration of combined estimation of one parameter and one function by means of the
conjugate gradient method with vectorial descent parameter. The experimental example
developed herein uses one set of good data obtained by Beck and Arnold (1977, Param-
eter Estimation in Engineering and Science, Wiley, New York). For this case, two mea-
sured temperatures in the solid are used to illustrate combined estimation. The unknown
boundary condition and thermal conductivity of this solid were satisfactorily recon-
structed and a good enough comparison is demonstrated between the known and esti-
mated unknowns. The temperature data of Beck and Arnold are found to be excellent.
Also, it is shown that the developed approach is general, stable, powerful, and able to
process a wide variety of heat transfer problems where a simultaneous estimation is
unavoidable. �DOI: 10.1115/1.2755064�

Keywords: combined estimation, inverse heat conduction problem, thermal conductivity,
function and/or parameter estimation, conjugate gradient method, regularization
ntroduction
The subject of inverse problem has been an active area of re-

earch for the past several decades. This exciting field has found
pplication in almost all disciplines of science and technology, in
eneral, and in heat transfer, in particular. Different techniques
ave been used to solve inverse problems including the conjugate
radient method �1,2�, the function specification method and the
eneral ordinary least squares �3,4�, the mollification method �5�,
nd several other methods �6�. To date, the most commonly con-
idered inverse problem by the heat transfer community is the
nverse heat conduction problem, which is a problem of function
stimation.

Two general classes of inverse problem are parameter and func-
ion estimation. By parameter estimation, we mean the identifica-
ion of a constant parameter such as thermal diffusivity, heat trans-
er coefficient or thermal conductance, thermal conductivity,
missivity, specific heat, and many other constant thermal proper-
ies. The function estimation designates the estimation of any ther-

al function of time and/or space or temperature such as surface
eat flux, temperature dependent thermal conductivity, thermal
ource, initial temperature distribution, solidification front, and
any other thermal functions.
In many cases, when a parametric representation is used to

pproximate an unknown thermal function, the distinction be-
ween parameter and function is blurred. In function estimation,
he parametric form is used to alleviate the identification proce-
ure, but the final goal is always the reconstruction of the un-
nown function. This paper discusses problems that have aspects
f combined estimation of parameter and function. Beck provides
n excellent and comprehensive review on this subject �7�.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 1, 2005; final manuscript

eceived February 9, 2007. Review conducted by Yogendra Joshi.

ournal of Heat Transfer Copyright © 20
The presented work is built around an example of simultaneous
estimation of thermal conductivity of a solid and one of its bound-
ary condition from transient temperature measurements recorded
within the solid region. The determination of thermal conductivity
and the surface heat flux is a combined estimation of one param-
eter and one function. Similar work can be found in Ref. �8�. As
experimental data, we will use a set of very good data obtained by
Beck and Arnold �3�. Originally, these temperature measurements
were predestined to estimate thermal conductivity k and volumet-
ric specific heat c of a given metallic alloy, the surface heat flux
being known. To check the efficiency of the proposed method, we
suppose that the volumetric specific heat c estimated by Beck and
Arnold is good enough and can be supposed to be known exactly
but thermal conductivity and surface heat flux are both unknowns.
Then, our goal is the combined estimation of thermal conductivity
k and applied surface heat flux q�t� from the temperature measure-
ments within the solid. As these thermophysical properties and the
boundary conditions are known by means of other methods, the
proposed experimental example helps us to qualify this new ap-
proach.

To the best knowledge of the author, this is the first time where
thermal conductivity and applied heat flux of solid are estimated
jointly at the same time. The only literature work revealing the
importance of such approach is due to Dowding et al. �9� where
they mentioned the valuable insight that can provide. They have
adopted another way, which consists in determining the thermal
properties of a solid with known heat flux and temperature histo-
ries. Then, the inverse heat conduction problem �IHCP� of recov-
ering the heat flux history is solved using the estimated values for
the thermal properties and temperature histories recorded within
the solid. They have shown the feasibility of such a resolution and
stated the nontriviality of such an exercise looking the ill-
posedness character of the IHCP. In their work, thermal properties

were correctly estimated and a good agreement between the esti-

OCTOBER 2007, Vol. 129 / 130907 by ASME
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ated and measured heat flux histories was demonstrated. By
oing so, Dowding et al. have estimated in the first step the ther-
al properties of a solid and then verified the applied surface heat
ux in the second step. This approach is quite different from the
ne adopted here where thermal conductivity and applied heat
ux are considered as two unknowns and should be estimated at

he same time when the volumetric specific heat of the solid is
upposed available.

nverse Problem Formulation
Generally, IHCPs are solved by minimizing a residual func-

ional S�U� based on the ordinary least squares norm and coupled
ith some stabilizing technique used in the iterative procedure.
he sum of the squared residuals between the measured data and

he responses of model simulating the physical problem under
nvestigation defines the least squares norm. For continuous mea-
ured data, the residual functional is written as follows:

S�U� = �
i=1

I �
0

tf

�T�xi,t;U� − Y�xi,t��2dt �1�

here T�xi , t ;U� and Y�xi , t� are, respectively, the computed and
he measured temperature at the location xi and over the time
eriod �0, tf� corresponding to the duration of the experiment.
The investigated example in this paper is a slab of thickness L,

hich is initially at uniform temperature T0. For time t�0, the
oundary surface at x=L is kept insulated, while that at x=0 is
ubjected to prescribed heat flux q�t�. The mathematical model for
his one-dimensional transient heat conduction problem, with con-
tant physical properties k and c, is given as follows:

c
�T�x,t�

�t
= k

�2T�x,t�
�x2 0 � x � L 0 � t � tf �2�

− k
�T�x,t�

�x
= q�t� x = 0 0 � t � tf �3�

�T�x,t�
�x

= 0 x = L 0 � t � tf �4�

T�x,0� = T0 0 � x � L �5�

ur objective is to estimate the unknown parameter k and the
unction q�t� from the transient temperature histories taken at two
nown sensor locations inside the slab, i.e., x1=0 and x2=L.

Configuration C1. For combined estimation of thermal conduc-
ivity k and transient heat flux q�t�, one way to construct the
ector U is to choose the unknown as

UT = �k, q̂1, q̂2, . . . , q̂J� �6�

here the superscript T denotes the transpose and q̂j is the surface
eat flux component at time tj, q̂j =q�tj�, j=1, . . .J, J being the
otal number of time steps. By doing so, we are estimating the
eat flux at each time step, which is known as grid time represen-
ation of surface heat flux �grid function�. Also, this approach is
amed infinite-dimensional form and allows the use of variational
ethods to calculate the gradient of the functional to be mini-
ized. Then, the total number of U components is M =1+J. The

se of two sensors ensures the feasibility of the inversion because
he number of measurements is greater than the unknowns to be
ecovered in this configuration.

Configuration C2. If the unknown heat flux q�t� has a smooth
volution or a special profile such as sinus, polynomial function,
iecewise linear function, step variation, tooth function variation,
tc., parametric representation can be introduced in the goal to
educe the heat flux unknowns to be recovered jointly with k. It
ssumes available some information concerning the functional

orm of the unknown heat flux. The parametrization of q�t� has an

310 / Vol. 129, OCTOBER 2007
another benefit, which consists in introducing some regularizing
effect in the solution of the inverse problem. It reduces the ill
conditioning of the inverse problem and allows the refining of
temporal grid size, which results in a significant increase of the
computation accuracy. Then, the unknown heat flux can be written
in general form as

q�t� = �
i=1

m

q̂iBi�t� �7�

where the functions Bi�t� are any basis functions on time �poly-
nomials, B splines, cosine, etc.,�, used to approximate the un-
known function form of the heat flux q�t�. There are m constants
�or parameters� to describe the unknown q�t�. In this special case,
the total number of parameters to be recovered by the solution of
the inverse problem is M =1+m, where m is the number of pa-
rameters in the above parametrization. The vector U is written as

UT = �k, q̂1, q̂2, . . . , q̂m� �8�

In this case, the total number of unknowns of the inverse problem
to be recovered can be less than the measurements taken at one
sensor and the use of one sensor could be investigated.

Also, for conciseness and the sake of brevity, the parameter
estimation and function estimation theories are not repeated. For a
background in parameter estimation, see Ref. �3�, in function es-
timation, see Ref. �4� for the function specification method, and
Ref. �10� for the iterative regularization method �IRM�. The IRM
uses the conjugate gradient method as support for the iterative
process and the discrepancy principle to terminate iteration �11�.
The gradient of the functional to be minimized with respect to the
sought unknowns is computed by means of the adjoint problem. A
whole description on the development and application of the
method can be found in Ref. �12�.

In the absence of noise, the iterative process is repeated until
each component of the vector U satisfies the following stopping
criteria:

� ui
s+1 − ui

s

ui
s+1 � � � i = 1, . . . ,M �9�

where � is a small number �10−4–10−6�. In the event that the input
temperatures are given with errors, the iterative process is stopped
in accordance with the discrepancy principle criterion �1,11�, i.e.,
upon fulfillment of the following condition:

S�U� = �
i=1

I �
0

tf

�T�xi,t;U� − Y�xi,t��2dt � �
i=1

I �
0

tf

�i
2�t�dt � �

�10�

where � is the integrated error of the measured data at location xi
and having �i�t� as standard deviation. If the standard deviation is
assumed to be the same for all temperature measurements, then
the integrated error will have the following expression:

� = I�2tf �11�

Numerical Simulations
Basic numerical simulations are conducted by using the theo-

retical model of the experimental setup presented in the remaining
part of this paper. A slab of thickness L=0.0254 m is initially at
uniform temperature T0=27.5°C. For time t�0, the boundary
surface at x=L is kept insulated, while that at x=0 is subjected to

prescribed heat flux q�t� expressed by

Transactions of the ASME
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q�t� = 	0 for t � 3.3 s

30,300 W/m2 for 3.3 � t � 18.6 s

0 for t � 18.6 s

 �12�

hich represents a step change with time. These simulations are
onducted by using thermophysical properties estimated by Beck,
and c, and by taking 51 nodes in space and 100 time steps.

nitial guesses for k and q�t� were taken as 0.1 W/m K and
.0 W/m2 for all presented tests. Table 1 summarizes the investi-
ation results with exact data and data corrupted with additive
rrors having a normal distribution, zero mean, constant variance,
nd uncorrelated. As the relative error between the analytical and
umerical solutions of this problem is about 1.60%, the true tem-
eratures used in simulation are computed numerically. Random
rrors are generated with routines in IMSL library �13�.

A measure of the difference between the measured and com-
uted temperature and heat flux is introduced to qualify the esti-
ation efficiency. For temperature, it should be analogous to the

tandard deviation of measurements, which is known in the
resent case. An expression for the estimated standard deviation
f temperature is

�t = � 1

I�J − 1��i=1

I

�
j=1

J

�Yi
j − Ti

j�2�1/2

�°C� �13�

here the computed and measured temperatures are, respectively,

i
j =T�xi , tj� and Yi

j =Y�xi , tj�. In the same manner to Eq. �13�, the
oot mean square criterion is introduced for the heat flux estima-
ion, that is,

�q = � 1

J�j=1

J

�q̃j − qj�2�1/2

�W/m2� �14�

here q̃j and qj are, respectively, the calculated and the exact heat
ux at time tj. As the exact heat flux profile is known, another
ualifying error criterion is introduced denoted as

�q = 100

�
0

tf

�q̃�t� − q�t��2dt

�
0

tf

�q�t��2dt

�%� �15�

here q̃�t� and q�t� are, respectively, the calculated and the exact
eat flux. There is a significant difference in the interpretation of
qs. �13� and �14�, see Ref. �14� for more details. By considering

he recovered thermal conductivity, by Beck, as a reference value
r, a relative comparison coefficient is introduced in the analysis

Table 1 Summary of obtained results with co
temperatures. The noise level is taken bigger
=0.1667°C, which corresponds to 2.25% of the
the unknown heat flux is parametrized with
displayed value of residual function correspo
principle is fulfilled.

Measurement type

Configuration
Stopping criterion � °C2 s
Iteration number it #
Residual function S�U� °C2 s

Thermal conductivity k W/m K
Estimation error �k

%
Heat flux rms �q W/m2

Estimation error �q
%

Temperature rms �t
°C
f obtained results and is defined as

ournal of Heat Transfer
�k = 100� kr − k

kr
� �%� �16�

where k is the thermal conductivity estimated by the present
method and the reference value of thermal conductivity was taken
as kr=75.014 W/m K.

By using exact data, both unknowns are recovered exactly and
the only difference between C1 and C2 lies in the number of itera-
tions required to satisfy the stopping criteria. With theoretical tem-
peratures, the estimation results are still comparable between C1
and C2 and the estimation errors are nearly equal to zero.

As usually observed with the IRM when it is used without and
with noised data, the iteration number drops from 74 to 9 for C1
and from 25 to 9 for C2 for this example. On the other hand, the
estimation errors depicted in Table 1 are low and acceptable with
respect to the level of added noise. For both configurations, the
resulting temperature rms is of the same order and equal to the
level of added noise. With C1 and C2, the k estimate is obtained
with an error less than 1%. The heat flux is reconstructed faith-
fully for both models with a slight advantage to C2 case.

Experimental Setup
The set of data used in this paper was obtained by Beck and

Arnold �3�. The developed experiment is well detailed and com-
mented in Ref. �3� and is briefly discussed in this section. Initially,
the primary objective of this experimental work was the estima-
tion of thermophysical properties �thermal conductivity k and
volumetric specific heat c� of a metallic alloy. In this experiment,
two adjacent, identical Armaco iron cylindrical specimens of
0.0254 m in thickness and 0.0762 m in external diameter were
heated by a single flat heater placed between them. The heat flow
was one dimensional in the axial direction of each cylinder. All
surfaces except those where the heating electrical resistance was
located were insulated. Four thermocouples numbered 5, 6, 7, and
8 were carefully attached to the heated surface of each specimen.
In the same manner, four sensors numbered 1, 2, 3, and 4 were
placed in the opposite flat insulated surfaces at the same angular
distribution of the heat side. Indeed, the sensors were located at
angles 0, 90, 180, and 270 deg of each considered face. This then
provided eight temperature histories with four being at a heated
surface and four being at the insulated surface.

The applied surface heat flux q�t� follows a time step variation.
It was zero until t=3.3 s and was zero after t=18.6 s. The value of
q�t� in the interval 3.3� t�18.6 s �heating period� was set to
30,300 W/m2. The obtained experimental measurements of all
temperature sensors are reported in Ref. �3�, page 402. One mis-
take should be corrected on the reported data and it concerns

urations C1 and C2 and with exact and noised
n the one observed in the experience, i.e., �
perature rise on the heated surface. With C2,

e piecewise constant functions „m=3…. The
s to the last iteration where the discrepancy

Exact data Noised data

C1 C2 C1 C2
¯ ¯ 1.6697 1.6697
74 25 9 9

0.0000 0.0000 1.6581 1.6549
75.014 75.014 75.368 74.779

0.00 0.00 0.47 0.31
0.0474 0.0020 2752.38 269.50

0.00 0.00 1.61 0.01
0.0000 0.0000 0.1667 0.1665
nfig
tha
tem

thre
nd
thermocouples Tc2, Tc3, and Tc4 at time 21.3 s. The recorded
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emperatures should be 88.31, 88.79, and 88.55°F instead of
9.31, 89.79, and 89.55°F. These corrections are expressed in °F
o respect the original data given in Ref. �3�. The measured data
ere converted to °C before their use in the present work. As

eported in Ref. �3�, the final time of experiment and the time step
cquisition were taken as tf =30 and �t=0.3 s. The initial tem-
erature distribution in the sample was constant and taken as
�x ,0�=T0=27.5°C.

xperimental Results
Although simulated measurements provide some insight into

nderstanding the behavior of the method, the absolute and true
est is with experimental data provided that they were carefully
arried out. IRM �conjugate gradient method coupled to discrep-
ncy principle� is extensively studied and applied in the literature
o solve many kinds of inverse problems in various fields such as
eat transfer, acoustic and vibration, ground water and hydrology,
omography, etc. However, relatively few of these investigations
ave been done with experimental data.

The finite difference method, with a pure implicit time scheme,
s used in solving the established direct, adjoint and variation
roblems. A mesh grid with 51 nodes in space and 100 steps in
ime is used for all the results presented below. Indeed, the time
tep of resolution was taken equal to the experimental time step
sampling rate� to avoid any interpolation of measured data. In
ef. �3�, temperature histories resulting from an average of the
ight thermocouple combinations, Tc1-Tc5, Tc2-Tc6, Tc3-Tc7, and
c4-Tc8, were used to estimate thermophysical properties of me-

allic sample, and give, respectively, k=75.014 W/m K and c
3728.6 kJ/m3 K. In the remaining part of this section, c is as-

umed known, that is, estimated with sufficient accuracy in Ref.
3�, but k and q�t� are to be recovered by the proposed inverse
nalysis from the experimental measurements of Beck and Ar-
old.

Many regularizing techniques were proposed in the literature
1,4,10,15� to reduce the inherent ill-posedness character of in-
erse problems. The IRM proposed by Alifanov et al. is used in
his paper �1,10�. It consists in stopping the iterative process of the
onjugate gradient method according to the discrepancy principle
11�. This method requires the knowledge of the measurement

Fig. 1 Configuration C1. Recovered
tions of sensors: Tc1-Tc5 , . . . ,Tc4-Tc8.
flux profiles, the results are shifted on
rror level, i.e., the standard deviation �, which is given in Ref.

312 / Vol. 129, OCTOBER 2007
�3� as 0.06°C for the used experimental data. Then, the stopping
criterion can be computed according to the residual principle �11�.
The magnitude of � is less than 1% of the temperature rise of
sensor Tc1-Tc5, which is approximately 8.5°C.

Configuration C1. The first configuration of building the un-
known components of vector U is C1. Hence, the vector U con-
tains k as a first component and as many other q̂i components
�q̂i=q�ti�� as time steps considered in solving the direct problem,
i.e., 100 time steps. The total number of U components is M =1
+J=101. The initial guesses �s=0� of the unknown components
were taken as k�0�=0.1 and q̂j

�0�=1, j=1, . . . ,J for the first con-
figuration and all investigated tests.

Figure 1 shows the estimated heat flux results of the IRM by
using separately the four combinations of temperature sensors
Tc1-Tc5 , . . ., Tc4-Tc8. Also, the exact heat flux profile is depicted
in the same figure. For all combinations of sensors, the obtained
results look good enough and not greatly affected by the abrupt
changes near 3.3 and 18.6 s. The major time behavior of heat flux
�step variation� is reconstructed faithfully and among the pre-
sented results, measurements of sensors Tc2-Tc6 and Tc3-Tc7 give
the better estimates of q�t�. Indeed, the reconstructed heat flux
values are well spread out around the exact profile, which result in
small values of �q for the two cases. The minimum rms value is
observed for the sensor combination Tc3-Tc7 with the others
slightly larger. For all studied cases, the �q values shown in Table
2 are less than 8.5% of the maximum value of q�t�, which is
30,300 W/m2. We observe that just after heating stops, estimated
heat flux has a tendency to be negative near and after the time of
18.6 s. The absence of instabilities �abrupt changes� of heat flux
around 3.3 and 18.6 s is due in great part to the sensor location on
the heated surface. This means that we are dealing with a rela-
tively easy inverse problem with respect to unknown heat flux.
The estimation error, as defined in Eq. �15�, is quite acceptable
and is approximately the same for all cases with a slightly larger
value for combination Tc2-Tc6. The minimum errors �q and rms
�q are observed when the averaged measurements are used, which
seems consistent with the physics of the problem and our
expectations.

Table 2 summarizes the estimation errors. The data displayed in

face heat flux for the four combina-
alleviate the presentation of all heat
y one toward the top.
sur
To
e b
this table were obtained for five considered experiments with the
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ollowing sensor combinations: Tc1-Tc5, Tc2-Tc6, Tc3-Tc7,
c4-Tc8, and average. The combination average uses all tempera-

ures, i.e., measurements were averaged on each side of the solid.
lso displayed in this table are the stopping criterion �, the re-
uired iteration number s for fulfillment of discrepancy principle,
stimation error of q�t�, estimation error of k, and the heat flux
nd temperature root mean squares �q and �t.

Values of estimated thermal conductivity are of the same order
f magnitude but slightly lower than those obtained by Beck �3�,
xcept for the first sensor combination Tc1-Tc5. The computed
alues of thermal conductivity belong to the interval
72.169,76.510� �W/m K�, which contains the reference value kr
oo. The maximum comparative error �difference with Beck’s re-
ults� �k is observed with the third sensor combination Tc3-Tc7
nd corresponds to the lowest estimated value in these configura-
ions. Conversely, this sensor combination gives the best estimates
or heat flux q�t� following the obtained estimation error �q and
oot mean square �q. On the other hand, the smallest difference
ith the reference value kr is due to the second sensor combina-

ion Tc2-Tc6.
Figure 2 represents the temperature residuals of the presented

stimates. According to this figure, the better estimates are those
btained with sensor combinations Tc1-Tc5 and Tc4-Tc8. For both
f them, the residual amplitude is less than 0.2°C and is accept-
ble despite a weak deviation from the null mean value during the

Table 2 Summary of obtained results with d
C1. Average means that rather than using four
each side of solid and each time step was us

Sensor combination Tc1-

Stopping criterion � °C2 s 0.21
Iteration number it # 1
Residual function S�U� °C2 s 0.19

Thermal conductivity k W/m K 76.5
Estimation error �k

% 1.9
Heat flux rms �q W/m2 2414

Estimation error �q
% 1.2

Temperature rms �t
°C 0.05

Fig. 2 Temperature residuals of the
tions of sensors: Tc1-Tc5, Tc2-Tc6, T

configuration C1

ournal of Heat Transfer
first stages of heating and cooling. Maybe, some correlation be-
tween measurements is at the origin of this deviation. On the other
hand, the rms temperature values are of the same order of magni-
tude of standard deviation of measurements for all cases with an
overestimated value with configuration Tc2-Tc6. This result con-
firms the efficiency of the inverse analysis and its ability in recov-
ering simultaneously k and q�t�, even with a wider deviation in
their initial guesses.

Combinations Tc1-Tc5 and Tc4-Tc8 need only 14 and 12 itera-
tions to evaluate heating flux and thermal conductivity. On the
other hand, combinations Tc2-Tc6 and Tc3-Tc7 need much more,
about 42 and 57 iterations �three and four times more�. Indeed, the
results obtained in these two cases were obtained without discrep-
ancy principle. The value �=0.2160 of integrated measurement
errors is never reached by the iterative process and it did not stop
according to the residual principle �Eq. �10��. The functional S�U�
reaches the value of 1.3175 after 42 iterations for Tc2-Tc6 combi-
nation and 0.2692 after 57 iterations for Tc3-Tc7 combination. At
this iteration level, all U components have satisfied Eq. �9� with
�=10−5 and computed temperatures follow detailed changes in
measured ones on the heated surface of the solid �x=0�. This
behavior of IRM is due to a big deviation of measured tempera-
tures from the expected exact profile on the insulated interface
�x=L�. This is well demonstrated by analyzing carefully the re-

rent sensor combinations and configuration
arate values, an average of these readings on

Tc2-Tc6 Tc3-Tc7 Tc4-Tc8 Average

0.2160 0.2160 0.2160 0.2160
42 57 12 16

1.3175 0.2692 0.1958 0.2157
73.669 72.169 73.208 73.975
1.79 3.79 2.40 1.38

2497.74 2272.51 2421.97 1789.01
1.33 1.10 1.25 0.68

0.1485 0.0677 0.0583 0.0603

ained results with the four combina-
Tc7, and Tc4-Tc8 and in the case of
iffe
sep
ed.

Tc5

60
4
81
10
9
.05
4
77
obt
c3-
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iduals depicted in Fig. 2. Sensor combinations Tc2-Tc6 and
c3-Tc7 show high residuals on the insulated side of specimen
hile approximately null and smooth residuals on the heated side.
or both cases, this smoothness is explained by the fact that the
omputed temperatures are matching precisely �exactly� the mea-
ured temperatures at x=0 and the waving phenomenon around
he time axis explains some deficiency of the model during heat-
ng and cooling periods �model adequacy or inconstancy to ex-
eriment�. No notable instabilities were observed in these two
ensor configurations because the temperature measurements were
f high quality �weak measurement noise�.

Figure 3 depicts the estimated surface heat flux obtained with
ll measurements �averaged measurements�. The last column of
able 2 exhibits the estimation parameters. In this case, tempera-

ure measurements were averaged on each side of the solid. After
6 iterations, the recomputed heat flux agrees in a good manner
ith the exact profile and shown less instabilities. Among the
resented cases, the lowest rms �q and estimation error �q are
bserved with this example. As for the temperature rms, it coin-
ides quasiperfectly with the standard deviation of measurements.
uring the first third part of heating period, the estimated heat flux

s slightly overestimated. Then, it stabilizes around the exact heat
ux profile during the second third part and becomes underesti-
ated in the last third part. After heating stops, the estimated

alues of q�t� become negative, which has no physical sense and
xpresses some inconsistency of the model. This case gives the
losest thermal conductivity k to reference value kr, i.e., the low-
st estimation error for thermal conductivity k.

Also, Fig. 3 presents the temperature residuals for the average
ase. These residuals are correlated and the biggest variation is
bserved with the sensor installed at x=L during the first two-
hirds of the heating period, i.e., from 3 s to 15 s. The maximum
bserved residual magnitude is approximately 0.2°C, which rep-
esents 5% of the temperature rise on the insulated surface. For
oth sensors, the residuals are positive in the first stages of heating
eriod and become negative in the middle of this period. This
utcome is the signature that some inconsistency exists in the
odel �theoretical and/or experimental� or that some small effects

re neglected �heat losses, for example� or biased measurement
rrors.

Figure 4 shows the computed and measured temperatures on
oth faces of the sample. The best agreement is observed with

Fig. 3 Recovered surface heat flux b
temperature residuals in the case of c
that temperatures were averaged on e
ensor installed on the heated surface where measurements match

314 / Vol. 129, OCTOBER 2007
the model response perfectly.
On the other hand, a significant difference is observed between

the measured temperatures and the computed ones on the insu-
lated surface and especially in the first half of heating period. By
inspecting separately each combination of measured temperature
profiles, this indentation is mainly due to the important deviation
observed with thermocouple Tc2 �see the original data of Beck
�3��. An attempt of estimating k and q�t� should be conducted,
without temperatures of Tc2-Tc6 sensors, to elucidate the effect
and influence of these data on the estimation quality.

To bring some insight in understanding the behavior of IRM
with cases Tc2-Tc6 and Tc3-Tc7 presented above, a special experi-
mental test was conducted. Indeed, Fig. 5 shows two estimated
heat flux profiles obtained by considering, respectively, the two
stopping criteria. Data of sensors Tc4-Tc8 were used in this ex-
perimental test. The first run means that no regularization is con-
sidered and the iterative process was spotted according to Eq. �9�
�regularization off�, whereas the second one shows the application
of the discrepancy principle, i.e., application of Eq. �10� �regular-
ization on� in stopping the iterative process. The only difference
between shown profiles resides in their smoothness with a marked
advantage to the regularized profile. If the estimation is performed
with criterion �10�, the residuals will be less pronounced because
the computed temperatures are “pushed” to follow as close as
possible the measured ones �the temperature rms would be very
small�. Hence, the obtained results with this criterion should be
seriously disturbed and highly instable. Fortunately and even the
regularization is totally skipped, the first profile looks pretty good
and this difference is appreciated with difficulty by human eye.
Here again, this remark attests and demonstrates the quality of the
temperature measurements used herein and the large signal-to-
noise ratio achieved in this experiment. Without regularization,
iterative process stopped after 38 iterations, instead of 12, giving
the following estimation values: S�U�=0.1168°C s2, �q

=2901.51 W/m2, �t=0.045°C, �q=1.79%, k=73.135 W/m K,
and �k=2.50%. As expected, these values confirm the regularizing
character of the discrepancy principle and an appreciable differ-
ence between these new values and those listed before in the last
column of Table 2 can be observed. The zoom presented in Fig. 5
allows a better visualization for the human eye between heat flux
profiles estimated with and without regularization. This simple

sing all measurements and resulting
guration C1. All measurements mean
side of the solid.
y u
onfi
ach
numerical experience provides considerable insight in understand-
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ng the IRM concept.
Sequential estimation of k. Generally, the sequential estimates

emonstrate how the estimated properties vary as additional mea-
urements are considered and hence allow the qualification of the
stimation accuracy and the experimental procedure. Figure 6 de-
icts the sequential estimation of thermal conductivity k, that is,
he data for only part of the interval experimental time �0.3,30� s
ave been used. The sequential estimation started at time 6 s and
as increased by one time step at each new estimation. In other
ords, the data are analyzed by adding a couple of data at each

ime �two sensors�; it shows how the estimated properties change
s two more measurements are added to the analysis. Starting at
=6 s means we analyzed only the first 6 s of the experiment,
hich corresponds to 2	20=40 temperature measurements.
Five sequential estimates of k are displayed in Fig. 6 corre-

ponding to the five sensor combinations. All estimates present
pproximately the same time evolution except the result of com-

Fig. 4 Measured and calculated temp
ample in the case of configuration C1

Fig. 5 Recovered heat surface flux w

of configuration C1 obtained with sensor

ournal of Heat Transfer
bination Tc1-Tc5. The typical sequential estimation starts at low
values, grows rapidly until a maximum value, at 12–13 s, before
a slow decrease, and finally stabilizes around an acceptable value
in the last third time interval. Indeed, as more data are considered,
the thermal conductivity estimate approaches constant values and
shows an asymptotical tendency. Meaning, if the experiment is
ended at 20 s, the estimated k would not differ significantly from
the property estimated at 30 s. Usually, with an excellent estima-
tion procedure and well designed experiment, the sequential esti-
mates converge to a constant value and are fairly steady with
experimental time. For all cases and at short experimental time,
the values of estimated thermal conductivity are widely spread out
starting at low values of 40–50 W/m K. With short time interval,
the sequential estimates vary significantly because of the lack of
information in the temperature measurements. A similar behavior
of sequential estimation of k and c was observed by Beck in his
initial work �3�. For times greater than 20 s, the sequential esti-

tures for averaged measurement ex-

and without regularization in the case
era
ith

combination Tc4-Tc8

OCTOBER 2007, Vol. 129 / 1315
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ates of k change by 1–1.5%. This small change is completely
rowned in the confidence region predicted later in this paper. For
ll displayed results, the final value presents a difference less than
% with respect to the reference value recovered by Beck �3�. For
he average case, there is no notable difference between the se-
uential estimates of k obtained with and without regularization,
hich underlines the high quality of used measurements. Finally,
values obtained with regularization are a little bit spread around

hose obtained without regularization and it seems that the best
arameter estimates are obtained when all the data are used.

Some particular sequential estimates of k are displayed in Table
. These values were obtained by considering four experiments
ith the following final times: 6, 12, 18, and 24 s. This table

hows the obtained thermal conductivity, the heat flux and tem-
erature rms, the estimation error, and the required iteration num-
er. These results were obtained by using the discrepancy prin-
iple as stopping criterion in the conjugate gradient method and
ith the average sensor combination. As shown in Table 3, the last

wo runs do not comply with the discrepancy principle. The big-
est change in thermal conductivity error is observed between 6 s
nd 12 s. Even though there is a little change in the heat flux rms
etween experiments, the heat flux error seems to be less sensitive
o the sequential estimation, which is correct and logical with the
lobal character of the IRM.

Figure 7 displays the sequential estimated heat flux for tf =6,
2, 18, and 20 s. All reconstructed heat fluxes are in excellent
greement with the exact profile with a slight disadvantage for the
rst time period. The heat flux rms �q is of the same order for all

Fig. 6 Sequential estimation of therm
ments in the case of configuration C1

Table 3 Results of sequential estimation at
configuration C1 and using average combinat

Time of experiment tf s

Thermal conductivity k W/m K
Estimation error �k

%
Stopping criterion � °C2 s
Residual function S�U� °C2 s
Iteration number it #
Temperature rms �t

°C
Heat flux rms �q W/m2

Estimation error �q
%

316 / Vol. 129, OCTOBER 2007
considered discrete time intervals. As expected, the estimation er-
ror of q�t� does not depend on the final experimental time. The
temperature rms �t is approximately equal to the standard devia-
tion of used data, which is a good indicator on the quality of the
estimation.

Figure 8 depicts the residuals for the sequential estimations
presented in Table 3. As the time increases, the residuals of insu-
lated surface get more pronounced while the residuals of the op-
posite side still have the same amplitude. The corresponding mea-
sured and calculated temperatures not displayed here present a
relatively high matching between the two data. The computed
temperatures are smoother than the measured ones but are still
indistinguishable for the human eye.

Configuration C2. The second configuration of building the
unknown components of vector U is C2. Hence, the vector U
contains k as a first component and as many other q̂i components
as parameters considered in building the parametric form of q�t�.
The total number of U components is M =1+m=4. The initial
guess �s=0� of the components was taken as k�0�=0.1 and qi

�0�

=12. By using a priori information on the heat flux evolution,
B-spline functions of the first order �constant� were chosen as
basis function to approximate the heat flux, see Ref. �16�. The
problem is reduced to estimate four constants, the first one corre-
sponds to conductivity k and the remaining ones represent the
parameters of heat flux approximation. The following test was
performed with the five sets of experimental data Tc1-Tc5,

conductivity with averaged measure-

erent final experimental times in the case of
of measurements

6 12 18 24

4.453 79.118 76.070 74.390
7.40 5.47 1.40 0.83

.0432 0.0864 0.1296 0.1728

.0321 0.0861 0.1439 0.1840
12 20 39 47
.057 0.061 0.064 0.062
68.35 1758.342 1284.59 1920.40
1.69 0.47 0.22 0.63
al
diff
ion

5
2

0
0

0
25
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c2-Tc6, Tc3-Tc7, Tc4-Tc8, and average combination.
Table 4 summarizes the obtained estimates. The estimates of

hermal conductivity are contained in the interval
72.228,76.691��W/m K� and remain of the same order of mag-
itude in comparison with the previous values computed in con-
guration C1. Also, the estimation error with respect to Beck’s
eference value is still acceptable. In all presented cases, the esti-
ation was performed with an acceptable number of iterations.
In the above table, one can observe that the iterative process

ever reaches the integrated error and stops widely before its nu-
erical value �see rows 2 and 4�. In these cases, the termination of

teration obeys Eq. �9� instead of Eq. �10�. The chosen parametric
orm of the heat flux reduces tremendously the variation or the
exibility of unknown heat flux with respect to time, restoring the
ccomplishment of the discrepancy principle impossible. For all

Fig. 7 Recovered surface heat flux fo
of configuration C1 and using average
played profiles are shifted up one by o

Fig. 8 Temperature residuals for diff
configuration C1 and using average

sake of clarity, residuals are shifted up o

ournal of Heat Transfer
presented sensor combinations, the estimation error of heat flux is
less than 1%, which reflects the power of parametric representa-
tion when a priori information on unknown heat flux is used.
Indeed, in this kind of experiment, one can have enough informa-
tion about the sequence of experimental procedure and take ad-
vantage of this information to get the best improvement into the
estimation results. Knowing the total experience time, the begin-
ning and the end of heating period, and the time variation of
applied heat flux, one can specify the right parametric form for
q�t� to increase the estimation accuracy.

With the parametric form, we obtain the smallest heat flux rms
among all presented results in this paper, �q=669.24 W/m2 com-
pared with the maximum value of 30,300 W/m2. It represents
less than 2.5% of the maximum heat flux value. Indeed, in the

fferent experimental times in the case
mbination of measurements. The dis-
to get a better graphical presentation.

nt experimental times in the case of
bination of measurements. For the
r di
co

ne
ere
com
ne by one.
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verage case, the estimation error was less than 0.10%. As is
isplayed in Fig. 9, the heat flux matches quasiperfectly the exact
rofile over the heating period. After an abrupt change at time
8.6 s, the heat flux has a tendency to be negative, which repre-
ents an inherent deficiency of the IRM with this type of time
rofile �14�.

By using the parametrization concept, the residuals tend to be
ore correctly distributed around the zero mean value for the first

ensor �heated surface� than the second one �insulated surface� but
oth are correlated. Indeed, the second thermocouple shows con-
iderable deviation between measurements and model response
uring the heating period. The model adequacy with the experi-
nce may be at the origin of this difference, i.e., the experience
oes not reflect the theoretical model perfectly �model inconsis-
ency, omission of some effects such as heat losses, etc.�. For both
hermocouples, the magnitude of the residuals is approximately
.20°C, which represents 2–3% of the temperature rise on the
eated surface and 4–5% of the temperature rise on the insulated
urface. In this form, the estimated heat flux is “pushed” to pro-
uce the smallest distance between measurements and computed
emperatures. The noise amplitude is still of the same order of

agnitude as in the previously presented cases without
arameterization.

The measured and calculated temperature profiles are presented
n Fig. 10. With the parametric form of heat flux, the best resulting
emperature rms is obtained with the first and the last sensor com-
ination �Tc1-Tc5 and average� and is still comparable to measure-

Table 4 Summary of obtained results with di
tion C2. Average means that rather than using
ings on each side of solid and each time step w
with three piecewise constant functions. The d
to the last iteration.

Sensor combination Tc1-

Stopping criterion � °C2 s 0.2
Iteration number it # 2
Residual function S�U� °C2 s 0.3

Thermal conductivity k W/m K 76.
Estimation error �k

% 2.
Heat flux rms �q W/m2 116

Estimation error �q
% 0.2

Temperature rms �t
°C 0.0

Fig. 9 Recovered surface heat flux a

metric form and averaged measurements
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ment standard deviation. However, one should be careful in the
parametrization of unknowns because this procedure can hide use-
ful details on the experiment drift when there is an important
deviation between measurements and model response. This omis-
sion is mainly due to overregularizing effect introduced by this
procedure.

All previous results �for C1 and C2 configurations� were ob-
tained iteratively with the conjugate gradient method, which uses
a descent parameter in vectorial form, i.e., each unknown, k or
q�t�, has its own descent parameter. The details showing the deri-
vation of this descent vector �two components� are presented in
Ref. �12�. On the other hand, several runs were conducted using a
common descent parameter to k and q�t� but all of them ended in
failure even with very close initial guesses to the exact values for
both unknowns. These computations are not reported here for the
sake of brevity.

Experimental Uncertainty. The estimated thermal conductiv-
ity is presented without confidence interval due to the nature of
the IRM. The IRM does not allow the computation of confidence
interval like the ordinary least squares method. To give an idea on
the estimation error, we use the approach developed by Moffat
�17,18�, which consists in a parametric investigation to quantify
the experimental uncertainty, i.e., if the parameter 
 changes by
x%, the results vary by y%. The uncertainty in the estimated k,
based on the uncertainty in the experimental parameters, is calcu-
lated as follows:

ent sensor combinations and with configura-
ur separate values, an average of these read-
used. The unknown heat flux is parametrized
layed value of residual function corresponds

Tc2-Tc6 Tc3-Tc7 Tc4-Tc8 Average

0.2160 0.2160 0.2160 0.2160
17 27 21 17

1.5935 0.5360 0.5956 0.3851
73.667 72.228 73.170 73.929
1.79 3.71 2.45 1.44

806.61 946.70 1094.47 669.24
0.136 0.187 0.248 0.092
0.1634 0.0952 0.1003 0.0806

temperature residuals by using para-
ffer
fo
as
isp

Tc5

160
5
711
691
23
7.52
89
789
nd
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here 
1 ,
2 , . . . are other measurable experiment parameters such
s thickness of sample, heating heat flux, known thermophysical
roperties, etc.

Only experimental uncertainty of volumetric specific heat c and
ample thickness L and their contribution to the total uncertainty
n the estimated k are given in Table 5. The thickness error could
e interpreted as sensor location error because thermocouples are
nstalled on both sides x=0 and x=L. The effects of an absolute
rror of 0.0005 m on the sample thickness and 149,144 J /m3 °C
n the volumetric specific heat, corresponding, respectively, to
.0% and 4.0%, are investigated for both developed configura-
ions. Impact of other parameters, such as insulation, heating
ower, etc., can be analyzed by using the same approach. This
igh level of relative error on c and L was deliberately exagger-
ted to identify the dominant term.

Hence, the confidence interval of estimated thermal conductiv-
ty is given by 73.975±3.249 W/m K for the first configuration C1
nd 73.929±3.324 W/m K for the second configuration C2. For
oth configurations, the uncertainty represents a maximum error
f 4.50%. The dominant term on k error is observed with the
ample thickness, which underlines the high precaution to be ob-
erved in measuring this quantity. On the other hand, the error of
pecific heat seems to have less influence on k estimate. Finally,
uring this error analysis, it is noticed that the measurement error
n L and c has a non-negligible effect on the estimation error of
�t� and the most important effect was observed with c error.

Fig. 10 Measured and recomputed te
q„t… is used

Table 5 Experimental uncertainty analysis of
oped configurations C1 and C2. Averaged tem
analysis.

Parameter Unit Uncertainty �%


i
— �
i

—
c J / °C m3 149,144 4
L m 2.54	10−4 1

Total error W/m °C �k —
ournal of Heat Transfer
Conclusion
We have shown in this paper the application of the conjugate

gradient method coupled with discrepancy principle for estimating
simultaneously one parameter and one function by using experi-
mental data. This example involves the estimation of thermal con-
ductivity �one parameter� of a solid and one of its unknown
boundary conditions at x=0 �heat flux function�. The obtained
results illustrate the efficiency of the above method when it is
applied with a vectorial descent parameter and experimental data.

The temperature data of Beck and Arnold are found to be ex-
cellent. The estimated thermal conductivity is close to the result of
Beck. Moreover, the reconstructed unknown heat flux is estimated
with an acceptable accuracy in comparison with the error level of
measurements and the known exact profile. As reported by Beck,
uncertainty in experimental procedure accounts for the small ob-
served discrepancy between the model outcome and the measured
temperatures.

By using a priori information on the time evolution of heat flux,
the estimation could be greatly increased by introducing the pa-
rametrization concept. When a piecewise constant function is used
for the parametrization of unknown heat flux, the estimation re-
sults are in excellent agreement with the exact ones.

Generally, the comparison of the recovered data with the exact
model showed good agreement. The obtained results underline the
feasibility of the procedure and its capabilities to recover simul-
taneously thermal conductivity and surface heat flux without using
any a priori information on both of them. This represents a noted
benefit for this iterative method.

eratures when the parametric form of

imated thermal conductivity k for both devel-
rature measurements are used in this error

Contribution with C1 Contribution with C2

��k /�
i��
i ��k /�
i��
i
2.847 2.965
1.567 1.504
3.249 3.324
mp
est
pe

�
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As underlined in Ref. �7�, the proposed combined parameter
nd function estimation procedure is based on common frame-
ork, complies with Beck’s requirements, and can then be applied

o many other inverse problems not elucidated yet. The concept of
he proposed method is quite general, owns a solid mathematical
ackground, has wide applications in the analysis of experimental
ata, and could be considered as a complementary tool to the
revious study presented in Ref. �7�. This approach is ready to be
xtended and employed in many new challenging problems in
onduction, convection, radiation, or any combination of all heat
ransfer modes.
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omenclature
c � specific heat
I � number of sensors
J � number of time step
k � thermal conductivity

M � number of unknowns
qi � component of unknown heat flux vector

q�t� � unknown heat flux
S�U� � residual functional

T�x , t� � computed temperature
T0 � initial temperature
U � unknown vector
ui � unknown vector component

Y�xi , t� � measured temperature

reek Symbols
� � integrated measurement error
� � precision

�k � estimation error of k
� � estimation error of q�t�
q

320 / Vol. 129, OCTOBER 2007
�q � root mean square of heat flux q�t�
�t � root mean square of temperature
� � standard deviation of measurement
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Flow Boiling Heat Transfer in
Microchannels
Flow boiling heat transfer to water in microchannels is experimentally investigated. The
dimensions of the microchannels considered are 275�636 and 406�1063 �m2. The
experiments are conducted at inlet water temperatures in the range of 67–95°C and
mass fluxes of 221–1283 kg/m2 s. The maximum heat flux investigated in the tests is
129 W/cm2 and the maximum exit quality is 0.2. Convective boiling heat transfer coef-
ficients are measured and compared to predictions from existing correlations for larger
channels. While an existing correlation was found to provide satisfactory prediction of
the heat transfer coefficient in subcooled boiling in microchannels, saturated boiling was
not well predicted by the correlations for macrochannels. A new superposition model is
developed to correlate the heat transfer data in the saturated boiling regime in micro-
channel flows. In this model, specific features of flow boiling in microchannels are incor-
porated while deriving analytical solutions for the convection enhancement factor and
nucleate boiling suppression factor. Good agreement with the experimental measurements
indicates that this model is suitable for use in analyzing boiling heat transfer in micro-
channel flows. �DOI: 10.1115/1.2754944�

Keywords: microchannels, boiling, high heat flux, heat sink
Introduction
Boiling heat transfer in microchannel heat sinks has attracted

ignificant interest due to its capability for dissipating the high
eat fluxes encountered in the thermal management of microelec-
ronics �1,2�. However, the complex nature of convective flow
oiling and two-phase flow in microchannels is still not well un-
erstood and has impeded the practical implementation of micro-
hannel heat sinks with two-phase flow �3–5�. Among the unre-
olved issues of particular importance is the quantitative
rediction of the boiling heat transfer coefficient in microchannels
ver a wide range of conditions, from subcooled to saturated boil-
ng. A limited number of studies in the literature �6–17� have
ddressed this issue, as summarized in Table 1. A survey of this
iterature reveals a lack of consensus on the understanding and
rediction of boiling heat transfer and two-phase flow in micro-
hannels. In particular, although flow-pattern-based models
18,19� have been proposed to correlate boiling data, these models
re typically applicable over a narrow range of experimental con-
itions. There is thus a clear need for additional systematic stud-
es, which carefully address the experimental characterization and

odeling of boiling heat transfer in microchannel flows.
The objective of the present work is to conduct a comprehen-

ive experimental investigation of flow boiling heat transfer in
icrochannel heat sinks, covering a range of subcooled and satu-

ated boiling conditions. The subcooled and saturated boiling re-
imes are studied in the lower quality range �up to 20%�. Heat
ux, temperature, and pressure drop measurements are used to
onstruct boiling curves. Boiling heat transfer correlations devel-
ped for conventional-sized channels are critically appraised for
heir applicability to the prediction of flow boiling in microchan-
els. A heat transfer correlation suitable for prediction of heat
ransfer coefficients in the subcooled boiling regime is identified.

new superposition model is developed as a modification to the
odel of Chen and co-workers �20,21� to correlate the results in

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 21, 2006; final manuscript re-
eived December 14, 2006. Review conducted by Satish G. Kandlikar. Paper pre-
ented at the 2005 ASME International Engineering Congress �IMECE2005�,

rlando, FL, November 5–11, 2005.

ournal of Heat Transfer Copyright © 20
the saturated boiling regime; the proposed model incorporates the
unique flow features of microchannel flows. The model predic-
tions are validated against the experimental results.

2 Experiments

2.1 Experimental Setup. Figure 1�a� shows the test loop as-
sembled for the experimental investigation of convective flow
boiling in microchannels. A variable-speed gear pump is used to
circulate the working fluid �de-ionized water� through the test
loop. Two turbine flowmeters are arranged in parallel to measure
flow rates in different ranges during the tests. A water bath adjusts
the degree of subcooling in the fluid prior to entering the micro-
channel heat sink. A liquid-to-air heat exchanger is employed to
condense the vapor in the two-phase mixture before the fluid re-
turns to the reservoir. The absolute pressures in the entrance and
exit manifolds of the microchannel test section are measured. The
experimental data are read into a data acquisition system for
processing.

The microchannel test section consists of a copper test block,
an insulating G10 housing piece, and a G7 fiberglass cover, as
shown in Figs. 1�b� and 1�c�. Twenty-five microchannels were cut
into the top surface of the copper block, which has an area of
25.4�25.4 mm2 using a precision sawing technique. Test pieces
with two different microchannel dimensions were tested. The first
test piece �microchannel I� contains microchannels that are
275 �m in width �wc� and 636 �m in height �Hc�, with an inter-
vening fin thickness �ww� of 542 �m, while the second test piece
�microchannel II� contains microchannels that are 406 �m in
width and 1063 �m in height, with an intervening fin thickness of
597 �m. Eight cartridge heaters embedded in the copper block
provide a maximum power input of 1600 W. As indicated in Fig.
1�c�, three Copper-Constantan �type-T� thermocouples �T1–T3�
made from 36-gauge wire were inserted just below the microchan-
nels at a distance of 3.17 mm from the base. Microchannel wall
temperatures at the three streamwise locations are obtained by
extrapolation from these three thermocouple readings. Four more
thermocouples �T1–T3� were embedded in the copper block at
6.35 mm axial intervals for measurement of the average heat flux.
The inlet and outlet fluid temperatures �Tf ,in and Tf ,out� were mea-

sured at locations immediately upstream and downstream of the

OCTOBER 2007, Vol. 129 / 132107 by ASME
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icrochannels, respectively. The power input to the cartridge
eaters was regulated by a digitally controlled dc power supply
nit.

2.2 Test Procedure. Prior to each experiment, the working
uid was degassed by violently boiling the water for approxi-
ately 1 h. The amount of dissolved gas in the water was moni-

ored with an in-line oxygen sensor and the water was considered
egassed when the concentration was less than 4 ppm; at this
oncentration, the effects of dissolved gas on the boiling heat
ransfer may be neglected �22�.

In each experiment, the heater power supply was switched on
nd set to the desired value after the fluid inlet temperature was
tabilized. A steady state was reached when readings from all
hermocouples remained unchanged �within ±0.1°C� over a 2 min
eriod. Each steady-state value was calculated as an average of
00 readings for all power, temperature, pressure, and flow rate
easurements. The heat flux was then increased for the next test,

nd the procedure repeated for subsequent tests. The fluid inlet
elocity and temperature were varied to achieve different testing
onditions, as summarized for both microchannel dimensions in
ables 2 and 3. The maximum heat flux in the experiments was

2

Table 1 Studies of flow boiling

eference Dimension Fluid
Parameter

range

azarek and Black �6� Dh=3.15 mm R-113 G: 140–740 kg/s m2

x: 0–0.8
ambsganss et al. �7� Dh=2.92 mm R-113 G: 50–300 kg/s m2

x: 0–0.9

ran et al. �8� Dh=2.4 mm R-12 G: 44–832 kg/s m2

x: 0–0.94

ew and Cornwell �9� Dh=1.39–3.69 mm R-141b

an and Lin �10� Dh=2 mm R-134a G: 50–200 kg/s m2

x: 0–0.9
ao et al. �11� Dh=1.95 mm R11 G: 50–1800 kg/s m2

HCFC123 x: 0–0.9

ee and Lee �12� 20�0.4–2 mm R-113 G: 50–200 kg/s m2

x: 0.15–0.75

u et al. �13� Dh=2.98 mm Water G: 50–200 kg/s m2

x: 0–0.9
u and Mudawar �14� 231�713 �m2 Water G: 134–402 kg/s m2

x: 0–0.2
aynes and Fletcher

15�
Dh=0.92 mm R11 G: 110–1840 kg/s m2

1.95 mm HCFC123 x: −0.35–1.0

arrier et al. �16� Dh=0.75 mm FC-84 G: 557–1600 kg/s m2

x: 0–0.2

hen and Garimella �17� 504�2500 �m2 FC-77
28.8 W/cm . The inlet temperature of water is adjusted as a

322 / Vol. 129, OCTOBER 2007
parameter, and varies between 66.6 and 94.9°C for microchannel
I and 78.8 and 95.4°C for microchannel II. If the fluid were in-
troduced at near-saturated conditions, the distribution of the two-
phase mixture in the microchannels would be heavily affected by
the entrance manifold, with the flow boiling patterns in the micro-
channels being a function of the particular entrance conditions
used.

2.3 Data Reduction. The heat loss to the ambient from the
test section is estimated from the difference between the total
power input qinput and the sensible heat gain by the fluid under
single-phase heat transfer conditions as

qloss = qinput − ṁcp�Tf ,out − Tf ,in� �1�

and is correlated as a function of the average wall temperature
qloss=qloss�Tw,m� for each inlet condition, which is then used in
calculating heat loss under boiling conditions. Once boiling com-
mences, between 87% and 98% of the input power was trans-
ferred to the water under the range of experimental conditions

microchannels in the literature

Key observations Heat transfer correlation

t transfer coefficient relatively independent of

r quality, and function of Nu, Re, and Bo

Nu=30 Re0.857 Bo0.714

leate boiling dominates
leate boiling dominates
t transfer coefficient strongly dependent on

flux and weakly dependent on mass flux and

ity
leate boiling dominates

Nu=770�ReLo Co Bo�0.62��g

�l
�0.297

t transfer coefficient independent of quality for

0.2 and has no mass flux dependence
t transfer coefficient shows different trends for

and low mass flux
ation of heat transfer coefficient with quality is

consistent and depends on heat flux,

ration temperature, and mass flux

htp= �C1CoC2+C3BoC4 Frlo��1−Xm�0.8hl

leate boiling dominates h=C1q��
C2

t transfer coefficient independent of mass flux

vapor quality and increases with heat flux and

em pressure for saturated regime
t transfer dominated by convection Film-flow model applicable for low flow

rate; Kandlikar correlation applicable for

high flow rate
t transfer coefficient independent of heat flux

increases with mass flux and vapor quality.
leate boiling dominates over a large mass flux

quality range
h=6,400,000�Bo We�0.27� �l

�v
�−0.2

ed convection heat transfer dominant in

rated boiling

Annular model proposed

leate boiling dominates as subcooled liquid

oaches saturation
h=hconv+hpb�qnb�

Tw−Tsat

Tw−Tmean
suppression of nucleate boiling if ReLO�104

v for larger than single-phase value, strongly

elated with nucleate boiling
significant maldistribution for five-channel

guration

Subcooled region

htp

hsp�FD

= 1 + 6.0Bo1/16 + 290�1 − 855Bo�Sc4.15

pattern develops quickly into annular flow Saturated region

htp

hsp�FD

= 1 + 6.0Bo1/16 − 5.3�1 − 855Bo�X0.65

leate boiling heat transfer dominant
in

Hea

vapo
Nuc
Nuc
Hea
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Nuc
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Hea
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Vari

not
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and
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considered, depending on the heat flux and flow rate.
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The applied heat flux q� is calculated using the base area of the
opper block, Ab=WL, and represents the heat dissipation rate of
he heat sink,

q� = �qinput − qloss�/Ab �2�

he effective wall heat flux is defined as

q�w = �qinput − qloss�/At �3�

here At �=n�wc+2�HcL�� is the total heat transfer area of the
icrochannels.
The microchannel length can be divided into two regions ac-

ig. 1 Experimental setup for studying flow boiling in a micro-
hannel heat sink: „a… test loop, „b… test piece assembly, and „c…
ross-sectional view of the microchannel test piece
ording to the local thermodynamic quality:

ournal of Heat Transfer
x =
if − isat,0

hfg
�4�

The subcooled region covers the portion of the channel over
which the thermodynamic quality takes negative values. In terms
of flow regimes, it includes both the single-phase and subcooled
boiling regions. The length of the subcooled region can be calcu-
lated from the following energy balance:

Lsp + Lsub =
ṁcp�Tsat,0 − Tf ,in�

q�W
�5�

in which Tsat,0 is the local saturation temperature, and Lsp and Lsub
are the lengths of the single-phase and subcooled boiling regions,
respectively. In the saturated region that follows, the temperature
of the vapor-liquid mixture remains at the local saturation point
and the quality increases from zero as the fluid picks up more
heat, adding to the vapor content of the flow.

The boiling heat transfer coefficient is determined from

h̄tp =
q�w

Tw − Tf
�6�

in which Tw is the average temperature of the channel wall and Tf
is the mean fluid temperature.

Temperature-dependent thermophysical properties of water
were used for both the liquid and vapor phases in the data analy-
sis. The saturation temperatures at the inlet and outlet were deter-
mined from the pressure measurements. Then, following the ap-

Table 2 Test matrix for microchannel flow boiling experi-
ments: microchannel I

Case
u0

�m/s�
G

�kg/s m2�
Tf ,in
�°C�

q�max

�W/cm2� xexit,max

I-1 0.33 324 66.6 111.1 0.16
I-2 0.34 327 77.9 116.1 0.19
I-3 0.33 319 78.7 106.5 0.18
I-4 0.33 323 84.8 119.7 0.20
I-5 0.33 322 89.2 115.4 0.20
I-6 0.33 321 94.9 106.1 0.19
I-7 0.68 663 66.5 117.8 0.05
I-8 0.67 651 77.6 99.1 0.05
I-9 0.68 655 85.7 111.2 0.07
I-10 0.68 661 89.2 118.0 0.08
I-11 0.68 662 78.9 112.7 0.06
I-12 0.68 652 94.8 96.4 0.07
I-13 0.95 921 78.3 104.3 0.03
I-14 0.95 919 85.6 117.1 0.05
I-15 0.96 926 93.2 115.1 0.06
I-16 1.33 1283 87.8 114.7 0.03

Table 3 Test matrix for microchannel flow boiling experi-
ments: microchannel II

Case
u0

�m/s�
G

�kg/s m2�
Tf ,in
�°C�

q�max

�W/cm2� xexit,max

II-1 0.23 224 79.7 120.9 0.093
II-2 0.23 221 91.7 116.9 0.112
II-3 0.23 224 94.5 122.2 0.116
II-4 0.25 241 94.8 126 0.113
II-5 0.31 299 80.8 121.4 0.062
II-6 0.31 299 85.9 117.3 0.067
II-7 0.31 297 91.9 121.9 0.082
II-8 0.31 297 94.7 108.6 0.07
II-9 0.34 332 78.8 118.3 0.049
II-10 0.34 330 92.1 112.5 0.06
II-11 0.34 328 95.1 118.9 0.069
II-12 0.37 360 79.8 120.2 0.044
II-13 0.37 361 91.8 128.8 0.068
II-14 0.37 357 94.5 114.9 0.059
II-15 0.37 357 95.4 125.4 0.067
OCTOBER 2007, Vol. 129 / 1323
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roach of Collier �23�, a linear profile is assumed for the local
aturation temperature between the inlet and outlet, and the local
aturation temperature Tsat,0 in Eq. �5� is obtained as its intersec-
ion point with the single-phase temperature curve.

2.4 Measurement Uncertainties. The uncertainty in tem-
erature measurements was estimated to be ±0.3°C with the
-type thermocouples employed. The flowmeter was calibrated
ith a weighing method, yielding a maximum uncertainty of
.4%. The measurement error for the pressure transducer was
.25% of full scale �1 atm�. Uncertainty associated with the heat
ux measurement was in the range of 3.1–7.5%. A standard error
nalysis �24� revealed uncertainties in the reported heat transfer
oefficient to be in the range of 5–9.4%. Experiments conducted
ver a period of months showed good repeatability.

Experimental Results
Experimental measurements of wall temperature and pressure

rop are presented in this section to characterize the boiling heat
ransfer features in the microchannel flows tested.

The boiling curve shown in Fig. 2 schematically illustrates the
all temperature variation as a function of heat flux. The fluid

nters the channel at point A as subcooled single-phase liquid. The
eat transfer mode is single-phase convective heat transfer until
ocation C, at which point the wall temperature exceeds the
hreshold value for the onset of nucleate boiling �ONB�. From this
oint onward, both single-phase convection and nucleate boiling
ontribute to the total heat transfer. The convective component is
hen swamped by boiling heat transfer from point D when the
ully developed boiling region �FDB� starts. The intermediate re-
ion �C–D� is defined as the partial boiling regime. As fluid con-
inues to absorb heat, saturated boiling is established at location E,
hen the bulk temperature reaches the local saturation tempera-

ure. Beyond this point, the vapor content increases steadily until
ryout occurs. In the present work, the subcooled and the satu-
ated boiling regimes are studied.

Figure 3 shows representative boiling curves measured in the
xperiments at the three streamwise locations for case I-1 �details
s in Table 2�. The ONB can be clearly identified in the figure as
he point where the wall temperature exhibits a change in slope
rom the single-phase dependence. In the two-phase regime, the
ise in wall temperature over a wide range of wall heat flux is
odest as expected. At a sufficiently high heat flux in the two-

ig. 2 Boiling curve: variation of wall temperature and heat
ux during flow boiling in channels
hase regime, the wall temperature near the channel exit �T3�

324 / Vol. 129, OCTOBER 2007
drops below that at the upstream locations. This is caused in part
by the reduction in local saturation temperature of water when
saturated boiling occurs.

The effects of inlet fluid temperature and velocity on the boiling
curves are shown in Figs. 4 and 5. The wall temperatures shown
in these figures are those measured near the exit of the microchan-
nel, i.e., from thermocouple Tw3. It is observed that in the single-
phase region the fluid with lower inlet temperature or velocity is
able to dissipate higher heat fluxes while maintaining the same
wall superheat. However, after the ONB, all boiling curves col-
lapse onto a single curve irrespective of the inlet conditions, indi-
cating the dominance of nucleate boiling over convective heat
transfer.

The measured pressure drop across the microchannel heat sink
as the flow transitions from single-phase to two-phase operation is
shown in Fig. 6; the pressure drop is measured between the two
manifolds upstream and downstream and inlet/exit losses are cor-
rected for as recommended in Ref. �25�. In the single-phase re-
gion, the pressure drop slightly decreases as the heat flux in-

Fig. 3 Boiling curve, case I-1 „G=324 kg/m2 s, Tf,in=66.6°C…

Fig. 4 Effect of inlet temperature on the boiling curves „wall

temperature measured for microchannel I at Tw,3…
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reases due to the reduced viscosity of water at higher
emperatures. After the ONB, the pressure drop increases rapidly
hen the acceleration effect of the vapor content becomes pro-
ounced. It may be noted that both Figs. 3 and 6 provide consis-
ent predictions of the incipience heat flux for the ONB, i.e., at
”=15 W/cm2.
The experimental results are discussed further after a presenta-

ion of the development of predictive models for flow boiling heat
ransfer.

Modeling of the Flow Boiling Heat Transfer Coeffi-
ient

Flow boiling heat transfer is strongly influenced by the morpho-
ogical structure of the liquid-vapor mixture, i.e., the flow pattern
26�. Flow-pattern-based models are thus capable of providing
ore accurate predictions of local boiling heat transfer coefficient

18,19�. However, the purpose of the present study is to offer
asy-to-use predictive tools that capture the global heat transfer

ig. 5 Effect of inlet velocity on boiling curves „wall tempera-
ure measured for microchannel I…

2
Fig. 6 Pressure drop, case I-1 „G=324 kg/m s, Tf,in=66.6°C…

ournal of Heat Transfer
behavior and can be applied to the design of two-phase micro-
channel heat sinks. Therefore, a correlation-based approach is
adopted in this study for modeling the flow boiling heat transfer
coefficient. Detailed flow-pattern-based modeling of bubbly, slug,
and annular flows is the subject of ongoing work.

Correlation-based models for the flow boiling heat transfer co-
efficient, in both subcooled and saturated boiling, have been clas-
sified into two categories �27,28�: the extrapolation type �termed
“enhancement type” in Ref. �28�� and the superposition type �fur-
ther divided into superposition and asymptotic types in Ref. �28��.
The first of these involves extrapolating single-phase convection
data into the boiling regime by correlating the heat transfer coef-
ficient as a function of the boiling number �Bo� and the convec-
tion number �Co�, and relying on experimental databases �sub-
cooled boiling �27,29–32� and saturated boiling �6,8,13,33–35��.
This approach is expected to work reasonably well in the sub-
cooled boiling regime, where heat transfer is primarily due to
singe-phase convection and a modification factor using dimen-
sionless groups is adequate for representing the enhancement due
to nucleate boiling. However, when applied beyond regions for
which they were proposed, the extrapolation approach is of lim-
ited value. Further, the functional form of the nondimensional
groups involved may not adequately represent the most important
parameters of the boiling process. In contrast, the second ap-
proach, superposition, deals with both single-phase and nucleate
boiling heat transfer modes that are present in the two-phase
flows, and treats the total heat transfer as either a linear or a
power-type superposition of single-phase convection and nucleate
boiling components �subcooled boiling �36–38� and saturated
boiling �20,21,36,37,39��. This approach is more physically sound
and may be tailored to different flow and heat transfer situations,
such as laminar versus turbulent flows. A superposition-type ap-
proach is, therefore, used in this work for the development of a
model for saturated boiling.

In the following, boiling regimes are first analyzed to set the
context for assessing the applicability of selected heat transfer
correlations in predicting boiling heat transfer in microchannel
flow. It will be shown that Shah’s correlation �38� from the litera-
ture is suitable for the subcooled boiling regime, and therefore, the
emphasis here is placed on developing a new model for the satu-
rated boiling regime as a modification to an earlier model �20�,
which incorporates some of the specific features of flow boiling in
microchannels.

4.1 Models for Different Heat Transfer Regions. Under
commonly encountered flow conditions, the fluid enters the mi-
crochannel with some degree of subcooling and exits as a satu-
rated liquid-vapor mixture. Thus, three regions—single-phase
flow, subcooled boiling, and saturated boiling—can exist along
the microchannel length. The single-phase length Lsp can be cal-
culated from Eq. �5�, which, combined with the ONB model de-
veloped in Ref. �40�,

�Tf ,in +
q�WzONB

� fcpu0�nwcHc�
+

���/�1 + 2������wc + ww�/Hc��q�

�Nuzkf�/Dh

− �Ts =� 2�C

�vhfg

���/�1 + 2������wc + ww�/Hc��q�

kf
�7�

yields the subcooled boiling length Lsub. Figure 7 illustrates the
variation of length ratio of the different boiling regions as the heat
input changes. At very low heat input, the fluid in the entire mi-
crochannel remains a single-phase liquid, shown as region I. As
the heat input increases, nucleate boiling occurs first at the exit of
the microchannel and then shifts upstream. The shift of the boiling
front is very rapid, and with a slight increase in heat input, the
subcooled boiling regime occupies an appreciable portion of the
microchannel length, as indicated by region II. Further increasing

the heat input results in saturated boiling in the microchannel �as

OCTOBER 2007, Vol. 129 / 1325
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hown in region III�.
In view of the existence of the three heat transfer regions, it is

easonable to define the average boiling heat transfer as

h̄ = �hspLsp + hsubLsub + hsatLsat�/L �8�
his definition describes the overall heat transfer in microchannel
ows, independent of specific flow patterns. It now remains to
btain the heat transfer coefficients for the respective regions in
q. �8� as follows.
Single-Phase Regime. The selection of the correlation for pre-

icting single-phase heat transfer plays an important role in the
uccess of any proposed equation for analyzing flow boiling. The
ittus-Boelter correlation for turbulent flow �41� has been widely

dopted for this purpose �20,30,34,38�. However, its applicability
o microchannel transport is questionable since laminar flow is
ypically encountered in microchannels �Ref �1600 in the present
ork�. Thus, laminar correlations should be employed instead, for

nstance, the Sieder–Tate correlation �42� for simultaneously de-
eloping flow or the Shah–London correlation �43� for thermally
eveloping flow, depending on the thermal and hydrodynamic
oundary conditions. Lee et al. �44� pointed out that a full com-
utational heat transfer analysis is necessary for an accurate de-
cription of the heat transfer in microchannels. However, the fore-
oing equations are reasonable approximations, which are useful
or correlating the boiling data due to their simple functional
orms.

Subcooled Boiling Regime. Among the subcooled boiling heat
ransfer correlations in the literature, the one proposed by Shah
38� is among the more often cited:

htp = hsp�1 + �	0 − 1�
Tw − Ts

Tw − Tf
	 �9�

n Eq. �9�, 	0 is the contribution from the limiting case of sub-
ooled cooling, i.e., saturated boiling with zero subcooling and
ero quality. The following expressions have been suggested in
ef. �38� for this term:

	0 = 
 230Bo0.5 �Bo � 3 � 10−5�
1 + 46Bo0.5 �Bo � 3 � 10−5� � �10�

t will be shown that predictions from this correlation show good
greement with the experimental measurements for microchannels
n the present work. Two other commonly cited correlations, due

ig. 7 Three boiling regimes in a microchannel, case II-10 „G
330 kg/m2 s, Tf,in=92.1°C…
o Moles–Shaw �27� and Kandlikar �32�, are also considered in

326 / Vol. 129, OCTOBER 2007
the comparisons with the experimental results in Sec. 5.
Saturated Boiling Regime. In superposition-type models, start-

ing from that of Rohsenow �45�, it is postulated that convective
heat transfer is promoted as the flow is agitated by bubble nucle-
ation and growth, while nucleate boiling is suppressed owing to
the reduced superheat in the near-wall region caused by the bulk
fluid flow. The simplest form of the superposition approach uses a
linear addition as in the model of Chen and co-workers
�20,21,46�:

htp = hconv + hboiling = Fhsp + Shnb �11�

in which the enhancement factor F for convection and the sup-
pression factor S for nucleate boiling are given by

F = 
 f ,tt
0.89 = �1 + Xtt

−0.5�1.78 �12�

S = 0.9622 − 0.5822�tan−1� RefF
1.25

6.18 � 104	 �13�

and 
 f ,tt is the two-phase multiplier for turbulent-turbulent flows
and Xtt is the corresponding Martinelli parameter. In Ref. �20�, the
single-phase heat transfer coefficient was represented by the
Dittus–Boelter correlation for turbulent flow, and the Forster–
Zuber correlation �47� was used to estimate the nucleate boiling
heat transfer coefficient.

More recently, a modification of the model of Chen and co-
workers has been proposed for flow boiling in microchannels
�48,49�. Two alternative approaches were suggested to amend the
enhancement factor F for microchannel flows. The first approach
�48� is essentially a curve-fitting technique that forces the en-
hancement factor F to be linearly related to the two-phase friction
multiplier, i.e., F=0.64
 f ,tt, in contrast to Eq. �12�. This functional
form is then generalized to the two-phase multipliers for other
flow conditions, including the laminar-laminar flow in microchan-
nels. In the second approach �49�, a boiling heat transfer coeffi-
cient was derived for annular flow and used as the convective
component hconv in Eq. �11�; however, such a substitution does not
derive from the flow physics and is somewhat arbitrary. Although
predictions from this model showed reasonable agreement with
the experimental data the authors compiled from different studies
in the literature, a more physically sound model is desired to
capture the important features of flow boiling in microchannels.

4.2 New Model Development for Saturated Boiling. The
superposition-type approach above is modified here to account for
the specific features of flow through microchannels. New correla-
tions for the enhancement factor F and suppression factor S are
derived following Chen �20� and Bennett et al. �50�.

Enhancement Factor F. It is assumed that the convective com-
ponent in Eq. �11� can still be written in the form of the Sieder–
Tate correlation �42� even in two-phase flow:

hconv = 1.86�RetpPrtpDh/L�1/3��tp

�w
0.14� ktp

Dh
 �14�

Here, the two-phase Reynolds number Retp is an unknown and is
introduced in order to retain the functional form of Eq. �14�:

Retp =
� fVtpDh

� f
�15�

in which Vtp is a nominal two-phase velocity. Comparing Eq. �14�
with the original Sieder–Tate correlation leads to

hconv = hsp�Retp

Ref
1/3��tp

� f
0.14� ktp

kf
 �16�

where the liquid Reynolds number Ref is based on the liquid
velocity Vf, for only liquid flowing in the channel, and is given by

Ref =
G�1 − x�Dh =

� fVfDh �17�

� f � f
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The enhancement factor F can then be obtained as

F =
hconv

hsp
= �Retp

Ref
1/3��tp

� f
0.14� ktp

kf
�Prtp

Prf
1/3

�18�

ollowing Reynolds analogy, if it is assumed that the shear stress
nd heat flux profiles are similar, so that

q��y�
�q�w�y=0

=
��y�

��w�y=0
= f�y� �19�

sing the definitions of shear stress and heat flux, Eq. �19� can be
earranged as

�q�w�y=0du = −
k

�
��w�y=0dT �20�

ssuming that the nominal velocity Vtp corresponds to the veloc-
ty at a distance from the wall where the local temperature T
eaches the bulk mean value Tb, Eq. �20� can be integrated as

�
0

Vtp

q�wdu = −�
Tw

Tb k

�
�wdT �21�

hich yields

q�wVtp =
k

�
�w�Tw − Tb� �22�

ecalling the definition of boiling heat transfer coefficient, the
ollowing expression is obtained:

hconv =
q�w

Tw − Tb
=

k

�

�w

Vtp
=

�wcp

PrtpVtp
�23�

For the liquid phase flowing alone in the channel, a similar
xpression can be derived

hsp =
�w,fcp,f

Prf Vf
�24�

herefore, the ratio of boiling convection to single-phase convec-
ion defines the enhancement factor F:

hconv

hsp
= � �w,tp

�w,f
� Ref

Retp
� cp,tp

cp,f
� Prf

Prtp
 = F �25�

ombining with Eq. �18� and solving for �Retp/Ref� yield

�Retp

Ref
 = �� �w,tp

�w,sp
� � f

�tp
0.14� kf

ktp
� Prf

Prtp
4/3� cp,tp

cp,f
	3/4

�26�

n Eq. �26�, the shear stress term is linked to the two-phase mul-
iplier 
 f as

�w,tp

�w,f
=

��dp/dz�F�tp

��dp/dz�F� f
= 
 f

2 �27�

he expression for enhancement factor F is then obtained as

F = �
 f
2�1/4��tp

� f
0.105� cp,tp

cp,f
1/4� ktp

kf
3/4

�28�

o account for the asymptotic behavior of two-phase convective
eat transfer at the beginning of saturated flow boiling, an adjust-
ble parameter � is now introduced. In the present study, � takes a
alue of 2, which gives a better fit to the experimental data than
he value of 0.64 used in Ref. �49�. The reason for not choosing a
alue of unity for � �which would imply that F reduces to unity at
ero quality and the convection contribution is simply represented
y the single-phase component� is that the interactions between
he bubble and fluid occur well before the flow reaches saturated
oiling and the agitation of the fluid due to the bubble dynamics
nhances convection even prior to reaching saturation. In addition,
he use of a correction factor Prf

0.167 was suggested by Benett and

hen �46� when applying the Reynolds analogy to fluids with

ournal of Heat Transfer
Prandtl number not equal to unity. The final form of enhancement
factor F is

F = ��
 f
2�1/4��tp

� f
0.105� cp,tp

cp,f
1/4� ktp

kf
3/4

Prf
0.167 �29�

The two-phase multiplier can be related to the Martinelli pa-
rameter as �51�


 f
2 = 1 +

C

X
+

1

X2 �30�

in which the constant C is determined from Ref. �51� and Table 4,
depending on the flow regimes of the liquid and vapor phases in
microchannels. For the laminar flows �in both liquid and vapor
phases� present in this study, the Martinelli parameter is

X2 =
��dp/dz�F� f

��dp/dz�F�v
= �1 − x

x
��v

� f
�� f

�v
 �31�

Thus, Eqs. �29�–�31� can be used to determine the enhancement
factor F for microchannel flow boiling. The two-phase thermo-
physical properties in the model can be estimated as the arithmetic
mean of those of the liquid and vapor phases weighted by quality
x:

	tp = x	v + �1 − x�	 f �32�

in which 	 is any thermophysical property. In the low-quality
region, the differences in properties between single- and two-
phase flows can be neglected as a first-order approximation. Un-
der this approximation, the two-phase Reynolds number Retp can
be derived from Eq. �18� as

Retp = Ref F3 �33�

Suppression Factor S. The suppression factor S is usually ob-
tained from regression analysis once the enhancement factor F is
known �20�. Although this approach will also be used here, it is
first desired to develop an analytical model for the suppression
factor S that is independent of particular experimental data sets.
Chen �20� pointed out that nucleate boiling during convective
flow is governed by an effective superheat that is less than the
wall superheat, which gives rise to a suppression of nucleate boil-
ing heat transfer. Bennett et al. �50� proposed a theoretical ap-
proach to estimate the effective superheat for flow boiling in vari-
ous types of boiling geometries. In the following, this approach
will be modified to incorporate specific features of microchannel
flow boiling.

It is postulated in this work that the fluid temperature varies
linearly in the vicinity of the channel wall and is given by

Tf�y� = Tw + Ay �34�

Considering the boundary condition �−kf�Tf /�y�y=0=hconv�Tw−Tb�,
the temperature profile becomes

Tf�y� = Tw −
hconv

kf
�Tw − Tb�y �35�

It is further assumed that the effective superheat within a distance
y0 from the wall, given by the following expression, is the driving

Table 4 Values of the constant C in Eq. „30… †51‡

Liquid Vapor Ref Reg Abbr. C

Turbulent Turbulent �2000 �2000 tt 20
Viscous Turbulent �1000 �2000 vt 12
Turbulent Viscous �2000 �1000 tv 10
Viscous Viscous �1000 �1000 vv 5
force that governs nucleate boiling heat transfer:

OCTOBER 2007, Vol. 129 / 1327
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�Ts�y0
=

1

y0
�

0

y0

�Tf�y� − Tb�dy �36�

he suppression factor is then defined as the ratio of effective
uperheat �Ts�y0

to the wall superheat Ts�=Tw−Tb�,

S =
�Ts�y0

Ts
= 1 −

hconvy0

2kf
�37�

n which the two-phase convection heat transfer coefficient hconv
s obtained from Eq. �14�.

The only unknown in Eq. �37�, y0, the thickness of the effective
ucleate boiling region, can be approximated as the departure size
f the bubble. In flow boiling, the departure size is determined by
balance of the forces acting on the vapor bubble. Due to the

mall bubble size in microchannel flows, surface tension and shear
re the dominant forces �over inertia and buoyancy forces�. Ac-
ording to Levy �52�, the surface tension force Fs and shear force
f are given by

Fs = Csrb� �38�

Ff = CF
�w

Dh
rb

3 �39�

herefore, the bubble departure radius can be solved from a force
alance, Fs=Ff, which yields

rb =� Cs�

CF��w/Dh�
�40�

he thickness of the effective nucleate boiling region is then es-
imated as

y0 = C��Dh

�w
1/2

�41�

here the empirical constant C is taken to be 0.35 in the present
odel. Compared to other values used in the literature �50,52�,

his value predicts a more reasonable bubble departure radius for
ater flow in microchannels �53�. The wall shear stress �w can be

alculated from

�w = 2f
G2

� f

nd

f = 96/Ref�1 − 1.3553/� + 1.9467/�2 − 1.7012/�3 + 0.9564/�4

− 0.2537/�5�
Further, the nucleate boiling coefficient in Eq. �11� is evaluated

ccording to Gorenflo �54�:

hnb = h0FPF� q�

q�0
n� Rp

Rp0
0.133

�42�

here the pressure correction factor FPF for water is

FPF = 1.73pr
0.27 + �6.1 +

0.68

1 − pr
pr

2

nd pr is the reduced pressure. The exponent n for the heat flux
erm is n=0.9−0.3pr

0.15, and the reference values are pr0=0.1,
�0=20,000 W/m2, Rp0=0.4 �m, and h0=5600 W/m2 K �54�.
he measured surface roughness at the bottom of the channel is
pproximately 1.5 �m, and the sidewalls are expected to be
moother, because of the method of fabrication. A value of 1 �m
s sufficiently accurate for use in Eq. �42�.

The suppression factor can also be derived through a regression
nalysis, as stated earlier. In this approach, S is correlated with the

wo-phase Reynolds number Retp as

328 / Vol. 129, OCTOBER 2007
S =
htp,exp − Fhsp

hnb
� func�Retp� �43�

In Eq. �43�, htp,expt is the measured boiling heat transfer coefficient
and hnb is a selected correlation for the nucleate boiling heat trans-
fer coefficient. Using this approach and the experimental data ob-
tained in the present work, a new empirical correlation for sup-
pression factor S is proposed for saturated flow boiling in
microchannels:

S = exp�36.57 − 55746/�Ref F3� − 3.4 ln�Ref F3�� �44�

5 Model Validation

5.1 Subcooled Boiling Regime. In the subcooled boiling re-
gime, Eq. �8� reduces to

h̄ = �hspLsp + hsub�L − Lsp��/L �45�
Figure 8 shows a comparison of the measured heat transfer coef-
ficient, as defined in Eq. �6�, with predictions using hsub from
various subcooled boiling correlations. In the regime following
the occurrence of ONB, it is seen that the Shah correlation for
subcooled boiling �38� offers very good predictions of the experi-
mental data, while those of Moles–Shaw �27� and Kandlikar �32�
overpredict and underpredict the heat transfer coefficient, respec-
tively. It should be noted that the parameter 	0 used in Eq. �10�
was originally developed for turbulent flow conditions, which is
somewhat inconsistent with the laminar nature of microchannel
flows. However, the Shah correlation is still recommended due to
its agreement with the measured experimental data.

5.2 Saturated Boiling Regime. Figure 9 shows the predicted
enhancement factor F calculated from Eq. �29� over the range of
experimental conditions of the present work. The enhancement
factor increases monotonically with the reciprocal of the Marti-
nelli parameter, 1 /Xvv, which is proportional to the thermody-
namic equilibrium quality. This suggests that the two-phase con-
vective heat transfer is gradually augmented as more liquid is
vaporized. Physically, the enhancement process may take place
through different mechanisms. During the initial stage of boiling,
two-phase flow usually appears in discrete bubbly form without
significant interaction of adjacent nucleate bubbles. Individual
bubble behavior, such as bubble departure and subsequent sliding

Fig. 8 Subcooled boiling heat transfer coefficient, case I-13
„G=921 kg/m2 s, Tf,in=78.3°C…
on the channel surface �53�, contributes in enhancement of the
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onvective heat transfer by agitating the liquid in the thermal
oundary layer. At higher qualities, the microchannel cross section
s mostly occupied by the vapor phase due to the dramatic differ-
nce in the liquid and vapor densities. The liquid phase is then
onfined to a small portion of the microchannel cross section,
ither in a thin film around the channel periphery in annular flows
r in short liquid slugs in slug flows. To ensure mass conservation,
he effective velocity of the liquid phase is greater than the nomi-
al value calculated by averaging over the entire cross section. In
he proposed model, this effect is represented by the two-phase
eynolds number Retp defined in Eq. �33�.
Figure 10 shows the predicted suppression factor S calculated

rom Eq. �44� using the regression analysis, which illustrates the
ecreasing trend of the suppression factor S as the two-phase Rey-
olds number Retp increases. This is caused by the intensified
orced convection at high Retp that effectively reduces the super-
eat in the near-wall region. Alternatively, the suppression factor S

ig. 9 Convective enhancement factor F as a function of lami-
ar Martinelli parameter

ig. 10 Suppression factor S as a function of two-phase Rey-

olds number

ournal of Heat Transfer
may also be obtained analytically using Eq. �37�.
Predictions of the boiling heat transfer coefficient from three

widely cited saturated boiling models for conventional-sized
channels �20,33,35�, as well as from the correlation developed in
the present work using the regression analysis result for S factor,
are compared in Fig. 11 against the experimental measurements.
Also shown are predictions from three correlation models for
mini- and microchannel flows from the literature �13,16,36�. It is
clear that the proposed correlation achieves the best agreement in
the range of heat flux considered �for case II-2 shown in the fig-
ure�, while most of the other models underpredict the experimen-
tal data at low heat flux and some �20,35,36� tend to overpredict
the boiling heat transfer coefficient at high heat flux.

The validity of the proposed analytical model is further exam-
ined by comparing predictions for all the test cases in the experi-
ments listed in Tables 2 and 3, as shown in Fig. 12. The agreement
over the majority of the experiments is within ±35%. Model pre-
dictions using the suppression factor S from the regression analy-

Fig. 11 Saturated boiling heat transfer coefficient, case II-2
„G=221 kg/m2 s, Tf,in=91.7°C…

Fig. 12 Comparison of measured boiling heat transfer coeffi-
cients with those predicted with S factor obtained from analyti-
cal approach „Eq. „37…… „G=221–1283 kg/m2 s, Tf,in

=66.6–95.4°C…
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is approach �Eq. �37�� are plotted in Fig. 13, which shows better
greement with the experiments, within ±25%. The mean absolute
rrors �MAEs� associated with all models are calculated and listed
n Table 5. The agreement of the proposed analytical model is
ignificantly better than for predictions from almost any of the
orrelations in the literature for the present experimental data set,
xcept for an empirical model in Ref. �16�. Considering the fact
hat there is still a systematic tendency to underpredict the heat
ransfer coefficient at the low range and overpredict it at the high
ange, more accurate predictions are being sought from detailed
ow-pattern-based models.

5.3 Suggested Correlations. Based on the observations from
he present study, the Shah correlation �38� is recommended for
rediction of the boiling heat transfer coefficient in microchannels
n the subcooled boiling regime, while the new correlations devel-
ped in the present work, Eq. �29� for enhancement factor F and
q. �37� and �44� for suppression factor S, are recommended for

he saturated boiling regime; this recommendation is illustrated
or one representative case in Fig. 14.

Conclusions
Flow boiling of water in microchannels is experimentally in-

estigated. The fluid and microchannel wall temperatures and the
ressure drop across the microchannel were measured. The boil-
ng heat transfer coefficients for subcooled and saturated boiling
egimes were determined. Heat transfer correlations in the litera-
ure were assessed critically for applicability to microchannels. A
ew correlation suitable for the saturated boiling regime is devel-
ped. Suitable correlations to be used in the design of microchan-
el heat sinks in subcooled and saturated boiling at low qualities
re suggested.

Table 5 Comparison with experiments of pred
both from analysis and regression… and other

Model
Present

�analytical�

Present
�regression
analysis�

Yu et al.
�13�

W

MAEa

�%�
16.7 10.9 32.0

a�Mean absolute error is defined as �1/N�� �hexpt−hpred� /hexpt

ig. 13 Comparison of measured boiling heat transfer coeffi-
ients with those predicted with S factor obtained from regres-
ion analysis „Eq. „44…… „G=221–1283 kg/m2 s, Tf,in
66.6–95.4°C…
Key findings from this work are summarized as follows.

330 / Vol. 129, OCTOBER 2007
�1� The fluid inlet conditions, i.e., degree of subcooling and
velocity, affect the onset of nucleate boiling, but have little
impact on the boiling curve once the ONB has occurred.

�2� A critical review of conventional correlations in the litera-
ture suggests that the superposition-type heat transfer cor-
relations are superior to the extrapolation-type in predicting
the flow boiling heat transfer coefficient.

�3� The Shah correlation �38� provides satisfactory prediction
of heat transfer coefficient in the subcooled boiling regime.

�4� A new heat transfer correlation is developed to predict the
saturated boiling data, based on the model of Chen and
co-workers �20,50�. Good agreement with the present ex-
perimental measurements indicates that this correlation is
suitable for the design of two-phase microchannel heat
sinks. Comparison with a larger database in the future is
recommended.
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Nomenclature
Ab � area of microchannel heat sink, m2

Bo � boiling number, Bo=q� /Ghfg
Co � convection number, Co= ��1−x� /x�0.8��v /� f�0.5

cp � specific heat, kJ/kg °C
Dh � hydraulic diameter, �m
Fr � Froude number, Fr=G2 /� f

2gDh
G 2

ions from the present model „with S obtained
dels in the literature

r et al.
6�

Chen
�20�

Kandlikar
�33�

Shah
�35�

Gungor and
Winterton

�36�

.1 22.7 20.5 34.6 25.7

Fig. 14 Boiling heat transfer coefficient over subcooled and
saturated regimes, case II-2
ict
mo

arrie
�1

14
� mass flux, kg/s m
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h � heat transfer coefficient, W/cm2 K
hfg � latent heat, J/kg
Hc � microchannel height, �m

i � enthalpy, J/kg
L � channel length, m
ṁ � mass flow rate, kg/s
n � number of microchannels
p � pressure, Pa

Pr � Prandtl number
q� � applied heat flux, W/cm2

q�w � effective heat flux, W/cm2

Re � Reynolds number, Re=GDh�
T � temperature, °C

u0 � fluid inlet velocity, m/s
wc � microchannel width, �m
ww � microchannel fin thickness, �m

x � vapor quality
X � Martinelli parameter,

X2= ��dp /dz�F� f / ��dp /dz�F�v

reek Symbols
� � microchannel aspect ratio

 � two-phase multiplier
� � fin efficiency
� � density, kg/m3

� � surface tension, N/m

ubscripts
f � fluid

in � inlet
out � outlet
sat � saturated
sp � single phase

sub � subcooling
tp � two phase
v � vapor
w � wall
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Homogeneous Nucleation of
Vapor at Preferred Sites During
Rapid Transient Heating of Liquid
in Micropassages
Rapid heating of a liquid at the wall of a micropassage may produce homogeneous
nucleation of vapor in the liquid in contact with the surface. In such circumstances,
nucleation is generally expected to be most likely to occur in the hottest liquid closest to
the surface. It is known, however, that in many cases, the liquid molecules closest to the
surface will experience long-range attractive forces to molecules in the solid, with the
result that the equation of state for the liquid near the surface will differ from that for the
bulk liquid. In micro- and nanopassages, this wall-affected region may be a significant
fraction of the passage interior volume. Recent investigations of wall force effects on the
liquid indicate that these forces increase the spinodal temperature in the near-surface
region. The results of these previous investigations suggest that for heated surfaces with
nanoscale roughness, protrusion of bulk fluid into crevices in the surface may make them
preferred sites for homogeneous nucleation during rapid heating. A detailed model analy-
sis of the heat transfer in a model conical crevice is developed and used to explore the
plausibility and apparent mechanisms of preferred-site homogeneous nucleation. The
analysis predicts that protrusion of bulk liquid into a conical cavity does, under some
conditions, make the cavity a preferred site for the first occurrence of homogeneous
nucleation. The analysis is used to examine the range of conditions under which a crevice
will be a preferred site. The implications for nucleation near a solid surface during rapid
heating are also explored for circumstances similar to those for bubble nucleation adja-
cent to heaters in microheater reservoirs in inkjet printer heads.
�DOI: 10.1115/1.2754989�

Keywords: homogeneous nucleation, rapid transient heating, boiling onset,
micropassage
ntroduction
Transient boiling is important in numerous situations of tech-

ological interest, many of which involve micropassages. These
nclude the transient initiation of a steady boiling process in mi-
rochannel evaporators, and the rapid heating to produce nucle-
tion and bubble growth in the micropassages of inkjet printer
roplet generators and microelectromechanical system �MEMS�
ubble pumps. In general, heating the passage wall above the
aturation temperature may give rise to heterogeneous nucleation
r homogeneous nucleation of bubbles at the interface between
he liquid and the solid wall. However, observations during pre-
ious experimental investigations indicate that homogeneous
ucleation often occurs first in rapid transient heating.

Skripov �1� and Asai �2� observed that under extremely high
eat flux pulse heating, the dominant bubble generation mecha-
ism is the spontaneous nucleation due to the thermal motion of
iquid molecules �homogeneous nucleation�. Andrews and O’Horo
3,4� concluded from their experiments that rapid transient heating
f a film heater in contact with liquid produced some bubbles by
eterogeneous nucleation and some bubbles by homogeneous
ucleation. Lin et al. �5� concluded that sudden energizing of
olysilicon microresistors in Fluorinert liquids also resulted in the
ormation of a bubble by homogeneous nucleation. For water in

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 8, 2006; final manuscript
eceived December 9, 2006. Review conducted by Satish G. Kandlikar. Paper pre-
ented at the Fourth International Conference on Nanochannels, Microchannels and
inichannels �ICNMM2006�, Limerick, Ireland, Jun. 19–21, 2006.

ournal of Heat Transfer Copyright © 20
contact with pulse-heated metal films, Balss et al. �6� and Avedi-
sian et al. �7,8� observed onset of bubble nucleation at surface
temperatures close to the superheat limit, suggesting that homo-
geneous nucleation was the mechanism of onset.

A particularly interesting result of the investigation by Andrews
and O’Horo �3� is that they reported that bubble formation by
homogeneous nucleation appeared to occur on or near the heater
surface during the heating transient. The occurrence of homoge-
neous nucleation away from the surface would seem to contradict
the expectation that homogeneous nucleation, if it occurs, will
take place first at the surface itself where the liquid is superheated
the most.

For this observation to be correct, there would have to be a
mechanism that suppresses homogeneous nucleation very near the
wall or makes it more likely some distance away from it. One
possibility is that force interactions between molecules of the liq-
uid and molecules in the solid surface are affecting the state of the
fluid in a way that modifies the intrinsic stability limit. The effects
of long-range force interactions between molecules in a fluid
phase and the molecules in a nearby solid wall have been widely
studied �9�. Wall-fluid attractive forces facilitate the formation of
adsorbed liquid films on solid surfaces and disjoining pressure
effects in ultrathin liquid films.

The effects of wall-fluid attractive forces on the fluid state near
the wall have been explored in investigations by Gerweck and
Yadigaroglu �10� and Carey and Wemhoff �11�. Both of these
investigations indicated that wall-fluid attractive forces result in a
rise in pressure very near the solid surface. Another interesting

prediction of the model of Carey and Wemhoff �11� is that as the

OCTOBER 2007, Vol. 129 / 133307 by ASME
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all is approached, the local spinodal temperature Tspin increases
apidly in the region within a few nanometers of the wall. Their
esults imply that the wall region near the solid surface is a region
f high Tspin fluid because the pressure is elevated there and the
alue of Tspin for the local pressure �determined from the equation
f state� is higher than the local Tspin for bulk fluid outside the
all region where wall-fluid attractive forces are negligible. For
ater at a bulk pressure of 1 atm and 40°C, the variation of
ressure and spinodal temperature with distance from a gold �me-
allic� surface predicted by this model is shown in Fig. 1.

The near-wall property model and flat-surface heat transfer
nalysis developed by Carey and Wemhoff �11� predicts that dur-
ng rapid transient pulse heating, the spinodal condition will be
rst achieved at a location a few nanometers away from the sur-
ace. Modeling the heat transfer for sudden delivery of a constant
eat flux ql� to a planar solid surface, the transient temperature
eld near the surface was determined to be �11�

T = T� +
2ql�

kl

��lt

�
−

ql�z

kl
+

z3

6���lt
+ ¯ �1�

his implies that the temperature profile will ramp up over time,
s shown in Fig. 2, and homogeneous nucleation occurs slightly
way from the surface when the temperature profile intersects the

ig. 1 Prediction of reduced pressure and spinodal tempera-
ure with distance from the wall predicted by the model of
arey and Wemhoff †11‡. The wall is a gold „metal… surface.
pinodal temperature curve.
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For rapid transient heating processes in inkjet printers, this ap-
pears to enhance the tendency for initiation of homogeneous
nucleation in a liquid layer a few nanometers away from the solid
heater and the subsequent vapor blanketing and explosive vapor-
ization over the surface. The theoretical analysis of the rapid tran-
sient heating of water presented by Carey and Wemhoff �11�, in-
cluding the predicted variation of the spinodal temperature due to
wall effects, is consistent with the observed onset and explosive
vaporization in the experiments of Rembe et al. �12�.

The analysis of Carey and Wemhoff �11� indicates that, in most
systems of interest, near-wall effects on nucleation and boiling are
confined to the region within a few nanometers of the surface. In
many systems, the surface roughness has a scale much larger than
this �on the scale of microns, typically�, implying that the wall
interaction effects would be difficult to separate from roughness
effects. This suggests, however, that wall interactions may play a
distinct role in micro- and nanoscale systems in which surface
geometries may be defined to smaller resolutions. Even a surface
manufactured with nanoscale precision could have a roughness
level that is comparable to or larger than the thickness of the
wall-affected region. In such a circumstance, the wall-affected re-
gion presumably would follow the contours of the surface, as
depicted in Fig. 3. The analysis of Carey and Wemhoff �11� im-
plies that the spinodal temperature Tspin in the bulk liquid is lower
than in the wall-affected region, and in deep cavities in the sur-
face, like location A in Fig. 3, a protrusion of low Tspin bulk fluid
may extend down into the cavity. Sudden initiation of heat gen-
eration in the solid will initiate transient conduction of heat into
the adjacent liquid. Because the protrusion of low Tspin fluid in the
cavity is nearly surrounded by solid surface, the tip of this protru-
sion may be heated to a temperature above Tspin before the tem-
perature of fluid at other locations reaches the spinodal tempera-
ture. This suggests that a small cavity containing a protrusion of
low Tspin fluid would be a preferred homogeneous nucleation site
in rapid transient heating.

For repeated rapid pulse heating of liquids on thin metallic
films, O’Horo and Andrews �4�, Rembe et al. �12�, Balss et al. �6�,
and Avedisian et al. �8� reported observing repeated early nucle-
ation at specific locations on the surface. The experimental obser-
vations of Balss et al. �6� and Avedisian et al. �8� indicate that
these repeated first nucleation events occurred at specific sites
with surface temperatures close to the superheat limit, suggesting
that homogeneous nucleation was the onset mechanism. Repeated
nucleation at a fixed location is often attributed to heterogeneous

Fig. 2 Schematic of near-wall temperature variation and the
approach to the spinodal condition
nucleation. The results of the analysis of Carey and Wemhoff �11�
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s
f
o
c
b
a

o
e
s
a
i

T

n
c
T
d
t

I
t
s
t
c
=

i
u
t
s
d

F
s

J

uggest a possible mechanism for homogeneous nucleation at pre-
erred sites on a surface subjected to rapid transient heating. The
bserved repeated early nucleation at fixed locations may be a
onsequence of homogeneous nucleation at preferred sites where
ulk fluid with a lower spinodal temperature �Tspin� penetrates into
deep surface cavity.
The investigation summarized here developed a model analysis

f transient heat transfer in a liquid-filled conical surface cavity to
xplore the plausibility and apparent mechanisms of the preferred-
ite homogeneous nucleation that is suggested by the model
nalysis of Carey and Wemhoff �11�. The heat transfer model and
ts predictions are described in the following sections.

ransient Heat Transfer Analysis
To explore the effect of wall attractive forces on the onset of

ucleation during rapid transient heating, the liquid-filled conical
revice depicted in Fig. 4 was considered as an idealized model.
he cone half-angle is �w and the sidewall length is r=rc. Con-
uction heat transfer in the liquid inside the cone is modeled using
he transient conduction equation in spherical coordinates:

�T

�t
= ��l

r2� �

�r
�r2�T

�r
� + � �l

r2 sin �
� �

��
�sin �

�T

��
� �2�

nitially, the entire system is at uniform temperature T�. At time
=0, a constant heat flux ql� is delivered to the liquid at the solid
urface. The computational domain for the fluid in the crevice is
he region ABCDA in Fig. 4. In this study, the geometry of the
avity was arbitrarily specified such that rb= �1/5�rc and rmatch
�4/3�rc.
In this model, the boundary conditions are obtained by match-

ng the temperature field to that associated with delivery of a
niform heat flux to the adjacent flat surface �at location B–F�. In
he solid heater material, a constant temperature gradient is as-
umed to exist to transport heat to the flat surface at F. This gra-

ig. 3 Schematic of the wall-affected region near a rough
urface
ient remains constant as the solid surface temperature along B–F

ournal of Heat Transfer
ramps up according to the flat-surface transient given by Eq. �1�.
The liquid adjacent to the flat solid surface B–F is assumed to
follow the transient solution for a semi-infinite region of liquid,
which, in the near-wall region, can be approximated by the first
two terms of the expansion �1�. Boundary conditions along B and
C and C and D are therefore established by matching this solution
along these domain boundaries. At the axis of the cone ��=0�,
symmetry dictates that �T /��=0. These considerations yield the
following boundary conditions: along A-B: for �1/5�rc�r�rc:

T��w,r� = T� +
2ql�

kl

��lt

�
+

ql�

ks
�rc − r�cos �w �3�

along B-C: for rc�r� �4/3�rc:

T��w,r� = T� +
2ql�

kl

��lt

�
−

ql�

kl
�r − rc�cos �w �4�

along C-D: for 0����w:

T��,
4

3
rc� = T� +

2ql�

kl

��lt

�
−

ql�

kl
�1

3
rc�cos � �5�

along the lower base: for 0����w:

T��,
1

5
rc� = T� +

2ql�

kl

��lt

�
+

ql�

ks
�4

5
rc�cos � �6�

along the centerline ��=0�: for �1/5�rc�r� �4/3�rc:

�T/�� = 0 �7�

Introducing the nondimensional variables

� =
T − T�

ql�rc/kl

� = r/rc t̂ = �lt/rc
2 �8�

the equation, initial and boundary conditions, can be stated as

��

�t̂
=

�2�

��2 + � 2

�
� ��

��
+ � 1

�2 tan �
� ��

��
+ � 1

�2� �2�

��2 �9�

Fig. 4 Computational domain and adjacent regions
for �=�w, 1 /5���1:
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1

� = 2� t̂

�
+ � kl

ks
��1 − ��cos �w �10�

or �=�w, 1���4/3:

� = 2� t̂

�
− �� − 1�cos �w �11�

or 0����w, �=4/3:

� = 2� t̂

�
−

1

3
cos � �12�

or 0����w, �=1/5:

� = 2� t̂

�
+

4

5
� kl

ks
�cos � �13�

or �=0, 1 /5���4/3:

��/�� = 0 �14�
Note that in the above model formulation, the cavity is modeled

s being surrounded by flat surface. We therefore expect that far
rom the surface in the ambient liquid, the transient temperature
eld will be close to that for a large flat surface in the absence of

he cavity. We match the computed temperature in the cavity to
his field at an arbitrarily chosen distance r= �4/3�rc outside the
avity to simulate the merger of the temperature field in the cavity
ith the outer transient field. This is expected to be appropriate in

his model because the matching only weakly affects the transient
emperature field deeper in the cavity, and the primary objective
ere is accurate prediction of the temperature variation near the
pex of the conical crevice. Note also that to establish the cavity
all boundary conditions, the temperature field in the solid is
odeled as ramping up with time in the manner dictated by a 1D

onduction transient solution that delivers a nominally uniform
eat flux into the liquid in contact with the flat surface.

Although several features of the model are idealized, we adopt
hem here based on the argument that doing so is representative of
ypical circumstances during rapid transient heating of a thin

etal film on a solid substrate in contact with a liquid. This is
onsistent with the objective of the model analysis described here,
hich was to explore whether preferential sites for homogeneous
ucleation exist under conditions typical of rapid transient heating
rocesses in applications such as inkjet printing.

Equation �9� with boundary conditions �10�–�14� and initial
ondition

���,�,0� = 0 �15�

as solved numerically using a Dufort-Frankel scheme. Deriva-
ives in the conduction equation �9� were converted to finite-
ifference forms using central differences for first derivatives and
plit-time central differences for the second derivatives. The re-
ulting finite-difference equation is

�i,j
t̂+�t̂ =

�i,j
t̂−�t̂

1 + 2F� + 2F�/�i,j
2

+
2�t̂

1 + 2F� + 2F�/�i,j
2 ��i+1,j

t̂ − �i,j
t̂−�t̂ + �i−1,j

t̂

����2

+ � 1

�i,j
��i+1,j

t̂ − �i−1,j
t̂

��
+ � 1

�i,j
2 tan �i,j

��i,j+1
t̂ − �i,j−1

t̂

2��

+ � 1

�i,j
2 ��i,j−1

t̂ − �i,j
t̂−�t̂ + �i,j+1

t̂

����2 	 �16�
here
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F� =
�t̂

����2 F� =
�t̂

����2 �17�

This scheme is more stable than an explicit method but can be
marched forward in time if the temperature field is known at two
previous time steps. To start the Dufort-Frankel scheme, a simple
Euler explicit scheme with a very small time step �0.02�t̂� was
used to march the solution forward one initial time step �t̂. The
initial condition at t̂=0 and the Euler results at t̂=�t̂ were then
used to start the Dufort-Frankel scheme with time step �t̂. The
explicit Euler starting scheme used the following finite-difference
form of the conduction equation in the starting process:

�i,j
t̂+�t̂ = �i,j

t̂ + �t̂��i+1,j
t̂ − 2�i,j

t̂ + �i−1,j
t̂

����2 + � 2

�i,j
��i,j

t̂ − �i−1,j
t̂

��

+ � 1

�i,j
2 tan �i,j

��i,j+1
t̂ − �i,j

t̂

��

+ � 1

�i,j
2 ��i,j−1

t̂ − 2�i,j
t̂ + �i,j+1

t̂

����2 	 �18�

Computations using this numerical scheme for conditions associ-
ated with rapid transient heating are described in the next section.

Results and Discussion
The model calculations in this study were done for parameters

corresponding to transient heating of water at atmospheric pres-
sure and 313.2 K �40°C�. This was done to facilitate a compari-
son of the model predictions with the observations of Rembe et al.
�12� for rapid transient heating of water at atmospheric pressure.
In their investigation, Rembe et al. �12� used a pseudocinemato-
graphic visualization technique to observe the onset of nucleation
near a thin film heater between a solid substrate and a reservoir of
pure water. The heater was 60 	m square. The film heater was the
type used in Hewlett-Packard deskjet printers. Their pseudocin-
ematographic visualization technique required repeated applica-
tion of power to the heater to collect images of the process at
different times. The total power input of 7.5 W was applied for

Table 1 Cases considered in model analysis

I II III

�w �deg� 18.3 18.3 18.3
rc �nm� 30 100 30
rb �nm� 6.0 20 6.0
rapex �nm� 9.6 24 9.6
kl /ks

0.00751 0.00751 0.1
kl �W/m °C� 0.674 0.674 0.674

ql� �W/m2� 2.31
108 2.31
108 2.31
108

T� �°C� 40 40 40
Tspin �°C� 306 306 306

tr=rc
2 /�l �	s� 0.00523 0.0580 0.00523

ql�rc /kl �°C� 10.3 34.3 10.3

�spin
25.9 7.76 25.9

�� 0.02 0.02 0.02
�� 0.02 0.02 0.02

�t̂ 0.00025 0.00025 0.00025

tspin
527 47.25 524

tspin �	s� 2.76 2.74 2.74

�t̂FX
4.9 0.55 7.3

�tFX �	s� 0.026 0.032 0.038
��FX

0.12 0.041 0.18
�TFX �°C� 1.23 1.41 1.85
3 	s. Because the repeated heating is expected to raise the tem-
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erature of the water in the reservoir above room temperature, a
ulk water temperature of 40°C was assumed for the comparison
ere.

Using the properties of water and silicon at 400 K to represent
he properties of the solid substrate under the heater and the ad-
acent water �13,14�, the conductivities and thermal diffusivities
ere estimated to be kl=0.674 W/m °C, �l=1.72
10−7 m2/s,

s=89.7 W/m °C, and �s=4.76
10−5 m2/s. The analysis of
arey and Wemhoff �11� indicates that the heat flux delivered to

he liquid during the pulsed-heating experiments was ql�=2.31
108 W/m2. The boundary condition parameters in the model

alculations in this study were therefore set to levels equivalent to
his heat flux input to the liquid.

Initially, the temperature throughout the computational domain
nd in the adjacent liquid and solid is T�=40°C. As indicated in
ig. 4, a wall-affected region exists immediately adjacent to the
olid surface. The analysis of Carey and Wemhoff �11� indicates
hat for the conditions of interest here, this layer is 3 nm thick �see
ig. 1�b��. Once the heat flux input is initiated, the temperature in

he liquid adjacent to the surface at point F rises according to Eq.
1�. In the solid, the temperature field is presumed to rise so as to
ustain the temperature gradient that delivers the required heat

ig. 5 Dimensionless temperature field �„� ,� , t̂… when spin-
dal condition is reached at point X „t̂=527…. The crevice side-
all „rc… is 30 nm and the cone angle is 18.3 deg „case I…. The
ray region adjacent to the solid surface is the wall-affected

ayer.
ux to the liquid-solid interface at F. The primary objective of this

ournal of Heat Transfer
study is to determine where the fluid first achieves the spinodal
limit temperature. In terms of dimensionless parameters, the spin-
odal temperature corresponds to

�spin =
Tspin − T�

ql�rc/kl

�19�

Here, Tspin was taken to be 306°C for water at atmospheric pres-
sure �15�. Note that since the other parameters are fixed, �spin will
vary with rc.

Because the spinodal temperature is elevated inside the wall
layer, we expect that during the transient heating, it will be first
attained just outside the wall layer. The computations were done
to determine if this occurs first inside the cone at the apex of the
bulk liquid, and if so, how much faster the spinodal temperature is
achieved relative to point F outside the wall layer.

The model analysis described above was applied to a variety of
transient heating scenarios. The discussion here will focus on the
results for the three representative cases listed in Table 1. As in-
dicated in Table 1, the grid size and time step in these cases were
set at ��=0.02, ��=0.02, and �t̂=0.00025. To explore the effect
of grid size and time step, some of the simulation calculations
were repeated with half the grid spacing ���=0.01, ��=0.01�
and one-quarter the time step ��t̂=0.0000625�. This refinement
produced about a 0.2% change in the computed dimensionless

Fig. 6 Dimensionless temperature field �„� ,� , t̂… when spin-
odal condition is reached at point X „t̂=47.25…. The crevice side-
wall „rc… is 100 nm and the cone angle is 18.3 deg „case II…. The
gray region adjacent to the solid surface is the wall-affected
layer.
temperature values during the transient, and the time to the super-
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eat limit temperature changed by less than 0.7%. These results
ndicate that for the mesh size and time step shown in Table 1, the
omputed transient temperature fields are, to a good approxima-
ion, independent of mesh size and time step.

The dimensionless temperature field in the liquid at the time
hat the spinodal condition is first achieved is shown in Figs. 5 and

for cone sidewall lengths of 30 nm and 100 nm, respectively.
hese are for cases I and II in Table 1. Note that for rc=30 nm,

he spinodal condition corresponds to �spin=25.9, whereas for
c=100 nm, the spinodal condition corresponds to �spin=7.76. In
oth cases, the spinodal condition is first reached at the apex of
ulk fluid in the crevice �point X�.

By monitoring the temperature rise at points X and F, we de-
ermined from the results how much faster the spinodal condition
as reached at point X for these cases. Figure 7 shows the time
ariations of dimensionless temperature ��� at these two locations
or the 30 nm sidewall case represented in Fig. 5. It can be seen in
ig. 7 that the spinodal condition is reached first at the apex lo-
ation. This occurs at a dimensionless time t̂spin=527. As indicated
n Table 1, this corresponds to a physical time of 2.76 	s. At that
nstant, the dimensionless temperature at location F just outside
he wall layer is lower by 0.12, which corresponds to a difference
f 1.23°C. Similar analysis of the curves in Fig. 7 indicates that
n additional 0.026 	s would be required to reach the spinodal
emperature outside the wall layer at F.

Analysis of the temperature time variation in Fig. 8 for the
arger crevice in case II yielded similar results �see Table 1�. For
ase II, the spinodal condition was again reached first at the apex
ocation at a physical time of 2.74 	s and the temperature outside
he wall layer at F was 1.41°C lower at that time. The spinodal
ondition was not reached at location F outside the layer until
.032 	s later.

The physical properties in cases I and II were chosen to model
he conditions for rapid transient heating of water in the experi-

ig. 7 Variation of dimensionless temperature with dimen-
ionless time „t̂= t / tr… at points X and F. The crevice sidewall „rc…

s 30 nm and the cone angle is 18.3 deg „case I….
ents of Rembe et al. �12�. The ratio of conductivities kl /ks is

338 / Vol. 129, OCTOBER 2007
very low for these cases. To explore how this ratio affects the
results, the analysis was applied to case III in Table 1, which is
identical to case I except that kl /ks is set to the higher value of 0.1.
This corresponds to a much lower conductivity solid surface ma-
terial. Results for case III are summarized in Table 1. Generally,
the results differ only slightly from those for case I, implying that
the conductivity change had little impact on the time variation of
the temperature field for these conditions.

The results of the conduction transient analysis indicate that
when the spinodal condition is first reached, the temperature in-
side the conical crevice is only about 1°C higher than locations
outside the crevice. This might appear too small to make the re-
gion inside the conical crevice a preferred nucleation site. How-
ever, the kinetic limit nucleation theories generally predict that the
rate of critical embryo generation per unit volume increases rap-
idly with increasing temperature. The kinetic limit theory formu-
lated by Katz and Blander �15� predicts that the rate of formation
of embryos of critical size J �number/m3 s� is given by

J =
NA

v̂l
�3�lv

�M
�1/2


exp� − 16��lv
3

3kBT„Psat�T�exp
v̂l�P − Psat�T��/RT� − P…2	 �20�

Figure 9 shows the variation of J with liquid temperature pre-
dicted by Eq. �20� for water at atmospheric pressure. It can be
seen from this plot that near the spinodal temperature �306°C�, a
liquid temperature change from 306°C to 305°C decreases the
embryo production rate per unit volume J by nearly a factor of
1000. For a temperature difference of 1.4°C, J differs by a factor
of more than 104. This trend suggests that for the 1.4°C higher
temperature in the 100 nm crevice predicted in case II, the prob-
ability of formation of a critical embryo, per unit volume, is on the
order of 104 times higher. This analysis implies that despite the

Fig. 8 Variation of dimensionless temperature with dimen-
sionless time „t̂= t / tr… at points X and F. The crevice sidewall „rc…

is 100 nm and the cone angle is 18.3 deg „case II….
small temperature difference in the crevice, homogeneous nucle-
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tion is more likely to occur first in the conical crevice.
In Table 1, it can be seen that for cases I and II considered here,

he flat surface outside the crevice will reach the spinodal limit in
6–32 ns after the apex location inside the crevice. Although this
ay appear to be an extremely short time interval, the extreme

evel of superheat at the spinodal can produce substantial bubble
rowth in short time intervals. The initial growth is expected to be
nertia controlled. In the inertia-controlled regime, the bubble ra-
ius variation is predicted to have the linear form �16�

R = �2

3
�T − Tsat�P��

Tsat�P�� 	hlv�v

�l
1/2

t �21�

or water at T=306°C, hlv=1357 kJ/kg, �v=51.2 kg/m3, and
l=699 kg/m3. Here, Tsat=100°C and the slope �dR /dt� in the
bove linear relation is 191 m/s. This relation predicts that a
ucleated bubble can grow to a radius of 1.0 	m in 5.2 ns. This
mplies that under these conditions, if a bubble nucleates first
ithin the crevice, it may grow to several microns in diameter
efore nucleation can occur near the flat surface outside the crev-
ce.

oncluding Remarks
Although the model analysis presented here considers an ideal-

zed conical crevice geometry, it demonstrates that crevices with
imple geometries can be locations where homogeneous nucle-
tion occurs earlier than flat portions of a surface subjected to
apid transient heating. The conditions considered in this study
ere chosen to be consistent with the water rapid pulse heating

xperiments done by Rembe et al. �12�. For these conditions, the
odel analysis predicts first onset of homogeneous nucleation in

he crevice at about 2.7 	s, which is close to the first nucleation
ime reported by Rembe et al. �12� for their experiments. The
esults of our model analysis demonstrate that first homogeneous
ucleation at the apex of a bulk fluid intrusion into a cavity is a
lausible explanation for the localized repeatable first nucleation
bserved in the water rapid pulse heating experiments of Rembe
t al. �12�, Balss et al. �6�, and Avedisian et al. �8�. Although the
emperature at the apex in the crevice increases only slightly faster
han the temperature adjacent to flat portions of the surface, the
xtreme sensitivity of the embryo production rate suggests that the
nset of nucleation is much more probable inside the cavity. The
apid inertia-controlled bubble growth possible at the high super-
eat levels in these systems allows a bubble that forms in the
revice to grow to several microns in diameter before onset is
ikely near flat portions of the surface. Our results for a 30 nm
revice and a 100 nm crevice were very close, suggesting that this
ype of localized onset could occur over a range of cavity sizes
hat could exist in the walls of microchannels subject to rapid
ransient heating.

The results of this investigation indicate that under commonly

ig. 9 Variation of embryo generation rate J with temperature
or water „the units on J are number/m3 s…
ncountered conditions, the combined effects of wall-fluid attrac-

ournal of Heat Transfer
tive forces, conduction heat transfer, nucleation, and bubble
growth can result in homogeneous nucleation at preferred sites
during rapid transient heating of a liquid. Because this investiga-
tion focused on the interaction of these mechanisms, it considered
only limited ranges of system parameters, primarily examining
those typical of inkjet printing applications. The model analysis
clearly indicates that the presence or absence of preferred-site
homogeneous nucleation is affected by a variety of system param-
eters �i.e., crevice geometry, fluid and solid properties, heat flux,
and far field subcooling level�. Although limited in scope, results
of this initial study suggest that preferred-site homogeneous
nucleation can occur over substantial ranges of these parameters.
A full exploration of how system parameters affect the existence
of preferred-site homogeneous nucleation is beyond the scope of
this initial investigation. However, a follow-up study is currently
underway that will explore how the accuracy and variability of
fluid properties and other system parameters affect the presence or
absence of preferred-site homogeneous nucleation during transient
heating.

Acknowledgment
Support for this research was provided by the National Science

Foundation under Grant No. CTS-0456982.

Nomenclature
hlv  latent heat of vaporization per unit mass

J  rate of formation of embryos of critical size
kB  Boltzmann constant
kl  liquid thermal conductivity
ks  solid thermal conductivity
M  molecular mass

NA  Avogadro’s number
P  pressure

Pc  critical pressure
ql�  heat flux
R  universal gas constant
t  time

T  temperature
Tc  critical temperature

Tspin  spinodal temperature
v̂l  saturated liquid molar specific volume
z  distance from solid surface

�l  liquid thermal diffusivity
�s  solid thermal diffusivity
�l  saturated liquid mass density
�v  saturated vapor mass density
�  interfacial tension
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Characteristics of Flow Boiling
Oscillations in Silicon
Microchannel Heat Sinks
Flow boiling oscillation characteristics in two silicon microchannel heat sink configura-
tions are presented. One is a standard heat sink with 45 straight parallel channels,
whereas the second is similar except with cross-linked paths at three locations. Data are
presented over a flow range of 20–50 ml/min �91–228 kg/ �m2 s�� using distilled water
as the working fluid. The heat sinks have a footprint area of 3.5 cm2 and contain 269 �m
wide by 283 �m deep reactive ion etching channels. Flow oscillations are found to be
similar in characteristic trends between the two configurations, showing a decreasing
frequency with increasing heat flux. The oscillation amplitudes are relatively large and
identical in frequency for the inlet temperature, outlet temperature, inlet pressure, and
pressure drop. Oscillation properties for the standard heat sink at two different inlet
temperatures and various flow rates are correlated for different heat fluxes. This work
additionally presents a first glimpse of the cross-linked heat sink performance under flow
boiling instability conditions. �DOI: 10.1115/1.2754946�

Keywords: microchannel, boiling oscillations, cross-linked heat sink, boiling instability
ntroduction
There is an emerging need for thermal control technologies

apable of managing high power densities. This is driven by the
lectronic needs for both terrestrial and extraterrestrial applica-
ions �1,2�. One of the emerging cooling approaches that addresses
he increasing miniaturization of electronics is the microelectro-

echanical system �MEMS� based heat sink. The standard micro-
hannel heat sink consists of a set of microchannels convention-
lly machined or micromachined into a conducting block.
uckerman and Pease �3� pioneered this device in the early 1980s
sing wet etched 50 �m wide and 300 �m deep silicon micro-
hannel heat sinks. Under single-phase conditions flowing de-
onized water, they were able to demonstrate heat dissipation up to
90 W on a 1 cm2 chip.

With the recent breakthroughs in MEMS based manufacturing
echniques, the microchannel heat sink and similar technologies
ave become viable options for future thermal management of
igh-heat flux and ultrahigh-heat flux electronics. Recently, there
ave been a number of investigations considering radical modifi-
ations to the standard straight microchannel heat sink. Among
hese, single-phase flow studies have considered straight fins �4�
nd pin fins �5,6�, fractal networks �7–9�, and cross-linked chan-
els �10–12�, all with the aim of increasing the heat transfer while
inimizing the pressure drop.
Two-phase flow novel configurations have aimed at increasing

eat transfer and minimizing instabilities. Kosar et al. �13� intro-
uced restrictors at the channel inlets to suppress flow boiling
scillations. The restrictors had a diameter six times smaller than
hat of the channels. They studied the influence of the restrictor
ength and observed that with increased length the instabilities
ere less severe. Pressure drop fluctuations were on the order of
–7 kPa with no restrictors, whereas they were less than 1 kPa
ith the restrictors. Kandlikar et al. �14� utilized a combination of

1Corresponding author.
2Present address: Lund Engineering, 12600 Interurban Ave. S, Tukwilla, WA

8168.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 18, 2006; final manuscript received

pril 13, 2007. Review conducted by Satish G. Kandlikar.

ournal of Heat Transfer Copyright © 20
inlet flow restriction elements and fabricated nucleation sites to
stabilize the flow boiling process. The study considered restrictors
with 51% and 4% of the flow area, with and without artificial
nucleation sites. With the 4% flow area restrictor, no flow rever-
sals were observed and the addition of the fabricated nucleation
sites produced the best thermal performance. The penalty of this,
however, was an increase in pressure drop of almost double.

Boiling Instabilities in Conventional Size Systems. Boiling
instabilities in macrosystems have been extensively studied in the
past and may be classified as static or dynamic �15,16�. Static
instabilities are those whose cause may be related through steady
state laws. During such instability, the fluid may change to another
steady state point or oscillate between two steady state points. An
example is the Ledinegg instability, which by definition occurs
when the pressure gradient with respect to mass flow of the inter-
nal flow system is less than that of the pressure supply system.
Inertia or other feedback effects cause dynamic instabilities, and
the steady state laws are not enough to predict them. These insta-
bilities may be initiated by a static instability. Density waves have
low frequencies that are on the order of a particle traveling
through the system. Their mechanism is related to delay and feed-
back between the flow, pressure drop, and density. Other types of
dynamic instabilities may include thermal oscillations, which are
observed during dryout, and parallel channel instabilities, which
are related to interactions between a small number of channels. In
this case, various modes of flow redistribution may be observed. A
third kind of instability, which occurs as a secondary phenom-
enon, is the pressure drop oscillation. This type of instability is
found to occur when there is a compressible volume upstream of
the heated section. Similar to the Ledinegg instability, it occurs
just after the minimum in the pressure drop versus mass flow
curve. The frequency of oscillation is much lower for the
pressure-drop-type instabilities compared to density wave insta-
bilities and is on the order of 0.1 Hz. A comparison of flow sta-
bility regions for single, parallel, and cross-connected parallel
channels has been summarized by Kakac and Veziroglu �16�. The
data were compiled from a number of experiments using a single
test facility. This facility consisted of vertical pipe systems with
freon-11 as the working fluid and with pipe inner diameters of

7.5 mm �0.295 in.�. The study found that for density-wave-type

OCTOBER 2007, Vol. 129 / 134107 by ASME
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nstabilities, a single channel, a parallel channel, and two parallel
ross-connected channels all presented a similar performance. For
ressure-drop-type instabilities, the most stable system was the
our parallel cross-connected channel system. The parallel channel
ystems with unequal heat inputs showed the smallest stability
egions with respect to pressure-drop-type instabilities.

Boiling Oscillations in Parallel Microchannel Systems. Re-
ated to microchannel flows, few studies have documented the
haracteristics of the flow boiling instabilities. Some studies have
bserved different flow pattern characteristics in the boiling insta-
ilities depending on the imposed conditions and have classified
hem as such. Wu and Cheng �17� investigated boiling instabilities
n eight trapezoidal channels with a hydraulic diameter of 186 �m
n a silicon wafer 525 �m thick. They used a microscope and a
igh-speed camera for bubble visualization and placed thermo-
ouples at the base of the wafer. The authors observed three in-
tability modes consisting of liquid to two-phase alternating flow
LTAF�, continuous two-phase flow �CTF�, and liquid to two-
hase to vapor alternating flow �LTVAF�. For the LTAF case,
ubbly flow dominated with wall temperature fluctuations of
0–46°C. The oscillation frequency was 0.065 Hz and was char-
cterized to be of a large amplitude over a long period. Pressure
nd mass flux oscillations were almost out of phase. With an
ncrease in heat flux and decrease in mass flux, the CTF case was
bserved. Temperature fluctuations decreased to 7–20°C, and the
ressure and mass flux were almost in phase. Finally, with addi-
ional increase in heat flux and decrease in mass flux, the LTVAF
ase was observed. Wall temperature fluctuations were highest in
his case at 66–230°C, and the pressure and mass fluxes were
lmost out of phase. These oscillations were also classified as
aving a large amplitude over a long period. Xu et al. �18� carried
ut a study of flow boiling instabilities in a copper test section of
6 channels, 300�800 �m2. Through gradually decreasing the
ass flux, they were able to initiate flow boiling instability. Two

eriodic instabilities were observed and were of large amplitude
ong period oscillations �LALPOs� and small amplitude small pe-
iod oscillations �SASPOs�. These were accompanied by thermal
scillations with fluctuations of up to 20°C �peak to peak� in the
rst case and up to 4°C �peak to peak� in the second. The SASPO

nstability was characterized by bubble growth at the channel exit,
ollowed by the liquid-vapor interface moving upstream. When
he interface reached the inlet plenum for a number of channels,
he vapor fronts moved forward into the channels. The vapor front
rowth increased the temperature while decreasing the heat trans-
er coefficient. The working fluids were water and methanol, and
imilar behaviors were observed for both fluids. However, due to
ethanol’s lower latent heat, the frequency was lower.
Hetsroni et al. �19� investigated water boiling in 21 isosceles

riangle channels with a base of 250 �m and an angle of 55 deg,
abricated in a silicon substrate. At the boiling onset, bubble
rowth rapidly filled the entire channel cross section and then
rew lengthwise both upstream and downstream. The other chan-
els accounted for the liquid that was pushed upstream. An instant
ater, the bubble was vented from the channel, and a brief period
f vapor with liquid droplets commenced. This boiling process
as described as “explosive” due to its short time period. The
ressure drop amplitude was found to increase with quality,
hereas the oscillation frequency in a single channel increased
ith increasing heat flux. In a recent study by the same authors

20�, further characterization of the boiling instabilities, termed
xplosive boiling oscillations �EBOs�, was provided. They found
n increase in the amplitude of bulk system parameters, such as
he pressure drop and the inlet and outlet fluid temperatures, with
ncreasing heat flux. Additionally, they found a decrease in the
requency of the bulk system with heat flux. This is notably dif-
erent from the characteristic of individual channels within the
ame system. Steinke and Kandlikar �21�, while studying flow

2
oiling heat transfer in six parallel channels of 214 �200 �m in

342 / Vol. 129, OCTOBER 2007
a copper substrate test section, observed flow reversals in indi-
vidual channels. The fluid used was water, and the channels were
slightly trapezoidal. Flow reversals were found to occur during the
onset of the annular-slug flow regime. Flow reversals were simi-
larly observed by Balasubramanian and Kandlikar �22�, who in-
vestigated flow boiling in six parallel copper channels, 990 �m
wide and 207 �m deep. The authors noted that while bubble
nucleation was the dominant flow pattern �at low surface tempera-
tures�, the pressure drop dominant frequency increased with in-
creasing surface temperature. However, with further increase in
temperature, the slug flow pattern dominated and the pressure
drop dominant frequency decreased. Qu and Mudawar �23� stud-
ied boiling in 21 copper channels of dimension 215�821 �m2,
with water as the working fluid. Two oscillation-type instabilities
were observed. In the first case, the liquid-vapor interface changed
position drastically from close to the exit to close to the inlet. This
was accompanied with high pressure drop and temperature fluc-
tuations. The temperature fluctuations reached 15°C and caused a
premature critical heat flux �CHF�. Installing a throttle upstream
of the test section remedied this, and it was classified as a pressure
drop oscillation. The second type was a result of installing the
throttle valve and was characterized by the liquid-vapor front al-
ternating positions between channels. This was characterized as a
parallel channel instability and was accompanied by mild pressure
drop and temperature ��1°C� fluctuations.

The above show the prevalence of boiling instabilities in paral-
lel microchannel systems. However, compared to conventional
size channels, the understanding of their mechanisms and charac-
teristics is still in its infancy. Additionally, boiling oscillations
have only been presented for straight standard parallel microchan-
nel systems. The following presents characteristics of boiling in-
stabilities in a cross-linked microchannel heat sink and a standard
microchannel heat sink to better understand their mechanisms.
The aim of the cross-links is to interrupt any rapidly expanding
bubble and prevent it from engulfing the entire channel length up
to the inlet.

Test Module Design and Fabrication
The heat sinks have been designed to manage a thermal load of

25 W/cm2, given a 3.5 cm2 footprint area, with a maximum tem-
perature of 85°C and under single-phase conditions. This is based
on the criterion laid out by Paris et al. �2� for the requirements of
future micro-nanospacecrafts. The footprint area is taken as the
plan area encompassing the channels �16�21.875 mm2�. Single-
phase water was the working fluid, and the maximum available
pressure was 34.5 kPa �5 psi�. Both the standard and the cross-
linked microchannel heats sinks have a measured width and depth
of 269 �m and 283 �m, respectively, and the cross-linked design
has a measured cross-link width of 269 �m. The fabricated heat
sinks consist of a silicon wafer with a SiO2 insulation layer. A
glass cover of 500 �m thickness seals the chamber and is bonded
to the silicon base piece containing the channels. The cover has
eight 1 mm diameter holes etched for flow inlet and outlet. This
glass cover will also allow for future work with flow visualization.
A serpentined platinum heating element, 1 mm wide and 186 mm
long, is deposited on the backside of the channel base to simulate
the heated chip. A schematic of these components is shown in Fig.
1�a�. Two microchannel schemes are utilized, a standard parallel
channel heat sink �STR02� and a cross-linked microchannel heat
sink �INT01�.

The substrates used for fabricating the heat sinks are �100�-
oriented silicon �Si� wafers and 500 �m thick and 350 �m thick
Corning 7740 Pyrex wafers. Etching is required to fabricate the
glass wafer hole arrangement, and multiple holes are selected to
provide an inlet that behaves approximately like a slot. This aims
to promote a well distributed flow at the entry. For this process,
amorphous silicon deposited in a plasma enhanced chemical vapor

deposition �PECVD� reactor �Oxford Instruments, plasma lab
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00� is chosen as the mask material and 49% hydrofluoric acid
HF� as the etchant to form the through ports on the Pyrex sub-
trates. After the amorphous silicon is deposited, it is patterned on
oth sides. The channels are formed in the silicon wafer via deep
eactive ion etching �Oxford Instruments ICP 380�, as it is a good
pproach in obtaining uniform vertical sidewalls. Finally, the wa-
ers are bonded using anodic bonding. A summary of this fabrica-
ion process is presented in Fig. 2.

A plan view of the heat sink INT01 is shown in Fig. 1�b� with
ominal dimensions. Heat sink STR02 was similar, expect with no
ross-linked paths. The fabricated channel dimensions were opti-
ally verified prior to packaging onto the support. Large devia-
ions from the nominal were observed, and the measured values
re used in all calculations. A comparison of these dimensions is
hown in Table 1. Figure 1�c� shows the heat sink support with the
nlet and outlet chambers and the pressure and temperature taps.
he support was fabricated from Teflon due to its high tempera-

ure limits as well as its low thermal conductivity and electrical
esistance. The heat sinks were fixed onto the support using a
ilicone based adhesive with a high temperature limit.

est Facility and Measurement Methodology

Facility. A schematic of the main components used in the
losed loop test facility is shown in Fig. 3. The facility is designed
o support experiments using air, FC-72, and distilled water. How-
ver, distilled water was used for all the flow boiling data pre-
ented in this paper. Flow enters the loop from the main tank and
s continuously circulated by a magnetically coupled gear pump.
he pump is equipped with a variable speed drive allowing for a
ow range up to 300 ml/min, with a maximum pressure of
17 kPa �75 psi�. A nutating digital output flowmeter provided by
EA Engineering is used to monitor the flow rate. This meter
utputs a 5 V square wave signal at a frequency proportional to
he time for the nutator to complete one cycle. The flowmeter has
een calibrated using the weighing method, and has a reliable
ange from 10 ml/min to 250 ml/min. Upstream of the flowmeter
s a 15 �m filter, which is used to remove any accumulating par-
icles. In addition, a preheater is located at the inlet of the test
ection for additional flow temperature control. It consists of a

Fig. 1 Microchannel heat
 sink package configuration
tainless steel tank with a 1500 W stainless steel heating element.

ournal of Heat Transfer
Fig. 2 Microchannel heat sink fabrication process
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ower to this heating element is controlled by a Variac, providing
stable inlet temperature setpoint. At the exit of the test section is
water-cooled heat exchanger, which is used to restore the tem-

erature of the fluid.
The data acquisition hardware consists of National Instrument’s

CXI 1000 signal conditioning unit, with the appropriate modules
s well as a NI 6052E 16 bit, 333 kHz data acquisition card. Two
.5 mm diameter type-T �Omega special error limits the material�
hermocouples are placed in the heat sink supports to measure the
ulk fluid temperature, and their locations are depicted in Fig.
�c�. Two pressure transducers track the inlet gage pressure and
he differential pressure across the heat sinks. They are Omega

odel PX02C1 �inlet� with a range of 345 kPa �50 psi� and
mega model PX821 �differential� with a range of 34.5 kPa

5 psi�. A Vaisala PTB220 barometer is used to obtain the absolute
ressure of the surroundings. The output from these and other
ensors is monitored through an automated data acquisition sys-
em using the LABVIEW™ software. Power to the serpentined plati-
um heating element is provided by two BK Precision dc power
upplies �model 1623A� operating in parallel mode, each with a
oltage range of 0–60 V and a maximum current rating of 1.5 A.
he image acquisition system incorporates a three-charge-
oupled-device �3-CCD� camera mounted on a 12� zoom travers-
ble microscope system with an external illuminator. It is used to
btain heat sink thermal maps with thermochromic liquid crystals,
hich can be used to determine local heat transfer characteristics.
his is a recently developed method, which has been demon-
trated for measurements on microtubes. Further details on this
easurement method may be obtained from Muwanga and Has-

an �24�.

Procedure and Data Reduction. Before commencing the ex-
eriments, noncondensables are purged from the fluid through a
egassing procedure. This is done by heating the fluid in the pre-
eater tank above 90°C. The fluid is then circulated in the system

Table 1 Comparison of design and measured parameters

Design
��m�

Measured
��m�

hannel width 242 269
hannel depth 300 283
ross-link width 200 269
Fig. 3 Tes

344 / Vol. 129, OCTOBER 2007
at a high flow rate for 1 h, allowing the entire fluid to pass through
the preheater tank twice. After this, the desired flow rate is set and
the preheater is adjusted to obtain the inlet temperature setpoint.
Data are obtained at incremental levels of heat flux. Flow boiling
measurements for the standard heat sink �STR02� have been ob-
tained at flow rates of 20–50 ml/min �91–228 kg/ �m2 s�� and
inlet temperatures of 70°C and 80°C. For the cross-linked design
�INT01�, however, only one flow rate and one inlet temperature
are investigated due to difficulties with leakage in the setup. The
pressure taps are located at some distance from the channel inlets
and exits, and so contain additional pressure drop components due
to the inlet and outlet chamber circuitry. These are accounted for
through loss factors for area changes and bends and are obtained
from Munson et al. �25�. Additional losses will be incurred due to
the channel entry and exit and flow acceleration. These are esti-
mated using the methodology outlined by Kays and London �26�
for flows in compact heat exchangers. Finally, as the flow at entry
is not fully developed, this was also considered. Power to the fluid
under single-phase conditions is obtained from an energy balance
given by

q� =
Qvol��outCpoutTout − �inCpinTin�

Aheated
�1�

During flow boiling, the heat flux was obtained from the heater
power generated and corrected for losses to the environment using
a power ratio factor �. This results in

q� =
�VI��
Aheated

�2�

Ideally, the power ratio factor � may be estimated from an energy
balance through the estimation of convective losses to the envi-
ronment and axial conduction losses, as was shown by Hetsroni et
al. �19�. However, this requires a measurement of the outer wall
temperature, which was not available for the boiling measure-
ments. To alleviate this, the present work estimated this factor by
combining Eqs. �1� and �2� under single-phase conditions. For
each flow rate, as the heat flux was increased, the power ratio
factor reached a limiting value prior to boiling. This limiting
value, which ranged from 0.85 to 0.97, for the various flow rates
was taken as the power ratio factor under boiling conditions.

Uncertainties are estimated at ±0.57 kPa for inlet gage pressure
measurements and at ±0.03 kPa for pressure drop based on instru-
ment specifications, at ±0.7°C for fluid temperature measurement
t facility
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ased on manufacturer specifications of the combined measure-
ent system, and at ±2.25 ml/min for the flow rate. Uncertainties

or derived parameters have been calculated using methods simi-
ar to those described by Kline and McClintock �27� and are pre-
ented in Table 2.

esults and Discussion
Figure 4 compares the single-phase pressure drop characteris-

ics between STR02 and INT01, with distilled water as the work-
ng fluid. The difference in pressure drop is observed to be negli-
ible over the flow range investigated, and a discernible benefit or
etriment of the cross-linked scheme is not observed. A relatively
ood agreement is observed with the theoretical prediction of
ully developed laminar flow given by f Re=14.25 for an aspect
atio of �0.95 �28�. The deviating trend from the theoretical value
t the low Reynolds number for the STR02 heat sink is likely due
o the sensor’s accuracy at measuring the very low pressures. Fur-
her, the overall deviation from the theoretical value will be re-
ated to the applicability of the entrance and minor loss coeffi-
ients utilized. Wall temperature measurements have been
btained under single-phase flow conditions for flowing FC-72. A
ample wall temperature mapping is shown in Fig. 5 for the
NT01 heat sink and is obtained from unencapsulated liquid crys-
al measurements. The liquid crystal material is provided by LCR-
allcrest and has a nominal red start of 40°C with a bandwidth of
0°C. The mapping is a combination of three images at different
ocations along the heat sink. The thermal map shows a wall tem-
erature rise along the streamwise direction as expected for
ingle-phase flows. There is, however, some minor nonuniformity
n the wall temperature downstream of x /Dh=25.

Table 2 Uncertainty estimates for derived parameters

arameter Uncertainty

h 5.5 �m
4.8–12.3%

� 3.4–6.2%
e 7.4–27.5%
o 7.1–13.4%
eD and WeL

12.4–24.0% and 12.2–23.9%

sub
2.4–4.2%

f* 0.4–2.1%
* 1.7–4.7%
* 5.3–21.6%

ig. 4 Friction factor versus Reynolds number, cross-linked

nd standard heat sink

ournal of Heat Transfer
The typical inlet pressure trend leading up to a two-phase flow
is shown in Fig. 6 for an inlet temperature of 70°C at a flow rate
of 30 ml/min. After boiling, the inlet pressure would rise slightly
in some cases due to increased vapor generation until instabilities
occurred. Figure 6 shows that for degassed fluids, the heat flux at
which instabilities occur is similar for both cases at approximately
7.9 W/cm2. However, for a nondegassed fluid, as shown for the
cross-linked design, the onset of flow instabilities occurs earlier
and at approximately 66% of the heat flux for the degassed fluid.

Fig. 5 Wall temperature mapping of heat sink INT01 at Re
È307

Fig. 6 Inlet pressure versus applied power, Tin=70°C, Qvol

=30 ml/min

OCTOBER 2007, Vol. 129 / 1345
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n early onset due to a nondegassed fluid has been observed in
rior investigations, and this highlights the importance of utilizing
well prepared fluid for predictability �29�. Additionally, this lat-

er point has recently been reiterated by Chen and Garimella �30�,
ho investigated flow boiling of a degassed and nondegassed di-

lectric fluid in a microchannel heat sink.
Once the stable threshold was crossed, sustained oscillations in

ow parameters were observed. These were relatively periodic
uctuations in various sensors, including the inlet and outlet tem-
erature and the inlet and differential pressure sensors. The iden-
ification of the onset of instability was based on the monitoring of
he fluctuations of flow parameters, as well as on the observation
f the flow in the tubing downstream. A summary of the flow
onditions leading to an unstable flow and the boiling oscillation
easurement conditions are listed in Table 3. Samples of signal
uctuations during unstable flow boiling, for a given heat flux and
ow rate, are presented in Figs. 7–9. They are presented both for

he STR02 and INT01 heat sinks. The oscillations were captured
t a rate of 5–10 Hz over a 20–50 s span. The time traces show
elatively large amplitude oscillations. This is likely due to peri-
dic refilling of the channels, typical of what has been observed
y other researchers working with boiling in parallel channel mi-
rosystems �19–23�. A characteristic trend in the flow oscillations
aptured is that the dominant frequency is the same for all the
ensors, and they are in phase. This is a relatively low frequency
n the order of 10−1 Hz. No discernible trends are observed be-
ween a pressure time trace versus an inlet or an outlet tempera-
ure time trace. The inlet temperature, however, is always ob-
erved to oscillate with a smaller amplitude than the outlet
emperature. Its amplitude, though, grows more significantly with

Table 3 Measurement co

Heat sink
configuration

Tin
�°C�

Qvol
�ml/min� k

STR02 70 20
30
40

80 30
40
50

INT01 70 30

ig. 7 Inlet temperature sample transient behavior, q�
2
7.9 W/cm , Tin=70°C, Qvol=30 ml/min

346 / Vol. 129, OCTOBER 2007
increased heat flux, and details of these amplitude characteristics
are presented later. Through performing a fast Fourier transform
on the time traces and parsing for the largest peak, the dominant
frequency of the signals is obtained. Figure 10 shows the variation
in the inlet temperature oscillation frequencies, comparing both
heat sink configurations. For STR02, the frequency is higher than
INT01 and decreases with increasing heat flux. For INT01, the

itions and stability limits.

2 s�

Conditions at onset of instability

q� �W/cm2� Bo

1 4.1 1.958�10−4

0 7.1 2.247�10−4

6 9.7 2.316�10−4

0 4.9 1.540�10−4

5 5.5 1.312�10−4

8 7.9 1.538�10−4

0 7.0 2.215�10−4

Fig. 8 Outlet temperature sample transient behavior, q�
È7.9 W/cm2, Tin=70°C, Qvol=30 ml/min

Fig. 9 Inlet pressure sample transient behavior, q�
2

nd

G
g/ �m

9
14
18
14
18
22

14
È7.9 W/cm , Tin=70°C, Qvol=30 ml/min
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requency also decreases with increasing heat flux. Figure 11�a�
hows the variation in frequency for the STR02 heat sink as a
unction of inlet temperature, flow rate, and heat flux. For a higher
emperature, the frequency is lower for the same flow rate, and
ith a lower flow rate, the frequency is also lower. It is observed

hat the frequency of oscillations is dependent not only on the heat
ux but also on the flow rate and the inlet subcooling. Also in-
luded in Fig. 11�a� are the frequency data obtained from Hetsroni
t al. �20�. The heat sinks in this work contained 13 triangular
ross-section channels fabricated in a silicon substrate and with a
ydraulic diameter of 220 �m. The mass flux range of the data
as 63.3 kg/ �m2 s� to 127 kg/ �m2 s� and the heat flux ranged

ig. 10 Inlet temperature oscillation frequency versus power,
in=70°C for different heat sinks at Qvol=30 ml/min

Fig. 11 Inlet temperature oscillation frequenc

and inlet temperatures

ournal of Heat Transfer
from 17 W/cm2 to 32 W/cm2. Similar trends to the present data
are observed in that the frequency decreases with increasing heat
flux and lower mass fluxes have lower frequencies. A correlation
has been developed to compile these observations. The frequency
was nondimensionalized with the heated length and the channel
inlet velocity assuming an all liquid flow at entry,

f* =
f�Lchn

uchn,in
�3�

A number of length scales exist to nondimensionalize the fre-
quency, and they include the boiling length, the full channel
length, and the hydraulic diameter. Based on the performance of a
number of correlation fit trials, the channel length was chosen, as
opposed to the boiling length. The hydraulic diameter is ac-
counted for through the inclusion of the Weber number based on
the hydraulic diameter. Since the frequency is a function of the
heat flux and subcooling, we may utilize the boiling number as the
nondimensional heat flux and the subcooling number �Nsub� to
account for inlet subcooling. Finally, the number of channels is
also included as an independent parameter. Based on these param-
eters, the following relationship was developed to correlate the
data in Fig. 11�a�:

f* = C1BoC2Nsub
C3 WeD

C4 Nchn
C5 �4�

where C1=3.383�10−15, C2=−1.408, C3=4.328, C4=0.144, and
C5=−0.137, or in dimensional form as

f� = 3.383�10−15�
uchn,in

Lchn
� q�

Ghfg
�−1.408�Cp�Tsat − Tin�

hfg

� f − �g

�g
	4.328

��G2Dh

�� f
�0.144

�Nchn�−0.137 �5�

Fluid properties in the above are calculated from saturation con-
ditions at the tube exit. Equation �4� fits the data with a standard
deviation of 25.4%. Figure 11�b� compares the correlation fit with

ersus power for STR02 at different flow rates
y v
OCTOBER 2007, Vol. 129 / 1347



t
s
i
f
t
d
d
h

o
�
F
s
o
C
I
I
b
I
t
v
d

F
T

F
p

1

he data and includes the 95% confidence intervals based on the
tandard deviation. The boiling number exponent shows that f* is
nversely proportional to the heat flux, and hence a decreasing
requency with an increasing heat flux will be obtained. Moreover,
he magnitude of the subcooling number exponent is more than
ouble that of the boiling number, suggesting a stronger depen-
ency of the oscillation frequency on the subcooling compared to
eat flux.

Figures 12–14 show the variation in the peak to peak amplitude
f various sensor signals with increasing heat flux. In all cases
Pin, Tin, Tout�, the amplitude increases with increasing heat flux.
luctuations in the inlet temperature are likely due to flow rever-
als traveling as far upstream as the inlet plenum chamber. Such
bservations have been described in some recent studies �19–23�.
omparing the inlet pressure amplitude for heat sinks STR02 and

NT01 in Fig. 14, we observe a consistently lower amplitude for
NT01. However, looking at the inlet and outlet temperatures, the
ehavior is opposite, whereby STR02 has a lower amplitude than
NT01. Further, the difference in the amplitude is only 1–2°C at
he inlet, whereas it is as high as 10°C at the outlet. Such a large
ariation, if translated to the wall temperature, could be extremely
etrimental and will be investigated in future work.

ig. 12 Inlet temperature oscillation amplitude versus power,
in=70°C for different heat sinks at Qvol=30 ml/min

ig. 13 Outlet temperature oscillation amplitude versus

ower, Tin=70°C for different heat sinks at Qvol=30 ml/min
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Figure 15 shows the variation of the inlet pressure amplitude
for the STR02 heat sink at different flow rates and inlet tempera-
tures. With increased flow rate, the amplitude of the pressure fluc-
tuations increases, but this is also related to the boiling onset and
instabilities occurring at a higher heat flux. With decreased inlet
temperature, the pressure amplitudes are higher. Overall, the pres-
sure amplitude correlates relatively well with the heat flux, show-
ing an increasing trend. To provide a more universal representa-
tion in nondimensional form, the pressure may be
nondimensionalized with the liquid density and the inlet velocity,
assuming an all liquid flow at entry. This may then be set similar
to the frequency case as a function of the boiling number, sub-
cooling number, and Weber number. The following correlation
with the fluid properties calculated at saturation conditions at exit
was obtained:

P* =
Pamp

G2

� f

= C6BoC7Nsub
C8 WeD

C9 �6�

with the coefficients determined as C6=17.600, C7=1.016, C8
=0.714, and C9=−0.588, or in dimensional form as

Pamp = 17.600
G2

� f
� q�

Ghfg
�1.016�Cp�Tsat − Tin�

hfg
·

� f − �g

�g
	0.714

��G2Dh

�� f
�−0.588

�7�

The correlation fits the data well with a standard deviation of
8.4%. Figure 15�b� compares the fit with the experimental points
and shows the 95% confidence intervals based on the standard
deviation.

The outlet temperature amplitude for the STR02 heat sink for
various flow rates and inlet temperatures is presented in Fig. 16�a�
as a function of the heat flux. In general, the temperature ampli-
tude increases with increasing power, as mentioned previously.
The data have been correlated as a nondimensional temperature
utilizing the saturation temperature �in kelvin� and set once again
as a function of the boiling number and subcooling number. Fluid
properties have been calculated at an exit saturation temperature
of 373 K, as was done previously. From this, the following is

Fig. 14 Inlet pressure oscillation amplitude versus power, Tin
=70°C for different heat sinks at Qvol=30 ml/min
obtained:
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Fig. 15 Inlet pressure oscillation amplitude versus power for STR02 at different flow rates and
inlet temperatures
Fig. 16 Outlet temperature oscillation amplitude versus power for STR02 at different flow

rates and inlet temperatures
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T* =
Tamp

Tsat
= C10BoC11Nsub

C12 �8�

ith the coefficients determined as C10=5.493�107, C11=1.421,
nd C12=−2.169, or in dimensional form as

Tamp = 5.493 � 107

� Tsat� q�

Ghfg
�1.421�Cp�Tsat − Tin�

hfg

� f − �g

�g
	−2.169

�in kelvin�

�9�
lthough there is a large degree of scatter, the correlation �Eq.

8�� fits the data with a standard deviation of 25.5%. Figure 16�b�
ompares the correlation fit with the experimental data and shows
he 95% confidence intervals based on the standard deviation. The
xponents show that increasing the boiling number and, hence, the
eat flux will increase the inlet temperature amplitude, whereas an
ncreased subcooling will have a decreased amplitude.

Although flow visualization was not performed, some conclu-
ions on the type of oscillations may be obtained when compared
ith other recent findings. The frequency and amplitude data by
etsroni et al. �20� show trends similar to the present ones, in that

he frequency decreases while the amplitude increases with in-
reasing heat flux. Additionally, these authors were able to track
he period of oscillations of flow patterns in individual channels.
he period of oscillation of the system versus an individual chan-
el from their work has been calculated to range from 5 to 15
imes. For the present data the period of oscillation for the system
anged from 1.5 s to 10 s compared to the liquid particle travel
ime, which was estimated to range from 0.06 s to 0.16 s, for a
ow rate of 20–50 ml/min. This ratio of the system’s oscillation
eriod to the particle travel time is on the order of ten times and is
imilar to the range of the data by Hetsroni et al. �20�. These
ualitative and quantitative similarities lead to the conclusion that
he present oscillation phenomena are EBOs, as described by
etsroni et al. �19,20� and as also observed by some other re-

earchers �21–23�.
A note on the correlations presented follows. According to Ya-

igaroglu and Bergles �31�, density wave oscillation characteris-
ics are governed by the combination of a variety of auxiliary
henomena. These include the heat capacity of the walls, the satu-
ation enthalpy’s dependency on the system pressure, the gas
hase compressibility, the variation in heat transfer, and the rela-
ive velocity between the phases. Although these auxiliary phe-
omena have been described for density wave oscillations, we
xpect them to also have some significance during EBOs. The
orrelations presented are then considered applicable to parallel
ilicon wafer substrate microchannel systems flowing water with a
ystem pressure of 1 atm and for low mass flux ranges.

onclusions
Flow boiling oscillations pose a restriction on the realization of
EMS based two-phase flow heat sinks for thermal management

n demanding applications for both terrestrial and extraterrestrial
pplications. This paper has presented the detailed flow character-
stics of flow boiling instabilities in two different silicon micro-
hannel heat sinks. One is a straight standard microchannel con-
guration, whereas the second contains cross-links between the
hannels. There were similarities in the characteristics of the flow
oiling oscillations for both configurations, and these may be
ummarized as follows.

�i� Both configurations show a decreasing frequency of oscil-
lation with increasing heat flux.

�ii� Flow oscillations for inlet temperature, outlet temperature,
and inlet pressure are at the same frequency.

�iii� In both configurations, the peak to peak amplitude for the

oscillations increased with increasing heat flux.

350 / Vol. 129, OCTOBER 2007
The qualitative and quantitative characteristics of these oscilla-
tions are similar to the EBOs described in recent literature.

Instability data were presented at two different inlet tempera-
tures and a range of flow rates for the straight standard heat sink.
The data showed that with increasing flow rate, the frequency of
oscillations increased, whereas with decreasing inlet temperature,
the oscillation frequency increased. The frequency and amplitude
characteristics of these oscillations for the standard heat sink at
two different inlet temperatures have been correlated with the
boiling number, the subcooling number, and the weber number.
These correlations provide an intuitive means of interpreting the
frequency and amplitude characteristics as a function of flow rate,
inlet subcooling, and heat flux, combined with a quantitative mea-
sure of their relation.

The oscillations had relatively large amplitudes, which—if
translated to the wall temperature—could have detrimental effects
on the electronic chip being cooled. To the authors’ knowledge,
this is the first presentation of the influence of cross-links on two-
phase flow oscillations in a microchannel system. Future work
will investigate further the underlying mechanism of these oscil-
lations and the influence of various cross-link configurations un-
der similar conditions.

Nomenclature
Aheated � three-wall heated area

Aplan � plan area of channels, m2 �3.5 cm2�
Bo � Boiling number �q� /Ghfg�

C1¯C12 � coefficients determined for correlations
Cp � specific heat, kJ/�kg °C�
Dh � hydraulic diameter, 4�area/perimeter, m

dheated � heated area hydraulic diameter, 4�area/ �2
�height+width�, m

f � friction factor
f� � frequency, Hz
f* � nondimensional frequency �fLchn/uin�
G � mass flux, kg/ �m2 s�

	hsub,in � Cp�Tsat−Tin�, kJ/kg
I � current, A

INT01 � cross-linked heat sink
k � minor pressure loss coefficients
L � length, m

Nsub � Subcooling number
�Cp�Tsat−Tin� /hfg��� f −�g /�g�

P* � nondimensional inlet pressure amplitude
�Pamp/G2 /� f�

Qvol � volumetric flow rate, m3/s
q� � heat flux, W/m2

Re � Reynolds number, with respect to the tube in-
ner diameter

STR02 � straight standard heat sink
T � temperature, °C

T* � nondimensional temperature amplitude
�Tamp/Tsat�

V � voltage, V
u � velocity, m/s

WeD � Weber number �G2Dh /�� f�
WeL � Weber number �G2Lchn/�� f�

x /Dh � streamwise coordinate
y /Dh � spanwise coordinate

Greek
� � power ratio factor for heat flux calculation
� � density, kg/m3

� � surface tension, N/m

Subscripts
amp � peak to peak amplitude

chn � channel parameter
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crit � critical heat flux
f � liquid phase
g � vapor phase

in � inlet condition
i � inner wall

out � outlet condition
sat � saturation conditions
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Internal Condensing Flows inside
a Vertical Pipe: Experimental/
Computational Investigations of
the Effects of Specified and
Unspecified „Free… Conditions at
Exit
Reported experimental and computational results confirm that both the flow features and
heat-transfer rates inside a condenser depend on the specification of inlet, wall, and exit
conditions. The results show that the commonly occurring condensing flows’ special
sensitivity to changes in exit conditions (i.e., changes in exit pressure) arises from the
ease with which these changes alter the vapor flow field in the interior. When, at a fixed
steady mass flow rate, the exit pressure is changed from one steady value to another, the
changes required of the interior vapor flow toward achieving a new steady duct flow are
such that they do not demand a removal of the new exit pressure imposition back to the
original steady value—as is the case for incompressible single phase duct flows with an
original and “required” exit pressure. Instead, new steady flows may be achieved through
appropriate changes in the vapor/liquid interfacial configurations and associated
changes in interfacial mass, heat-transfer rates (both local and overall), and other flow
variables. This special feature of these flows has been investigated here for the commonly
occurring large heat sink situations, for which the condensing surface temperature (not
heat flux) remains approximately the same for any given set of inlet conditions while the
exit-condition changes. In this paper’s context of flows of a pure vapor that experience
film condensation on the inside walls of a vertical tube, the reported results provide an
important quantitative and qualitative understanding and support an exit-condition-
based categorization of the flows. Experimental results and selected relevant computa-
tional results that are presented here reinforce the fact that there exist multiple steady
solutions (with different heat-transfer rates) for multiple steady prescriptions of the exit
condition—even though the other boundary conditions do not change. However, for some
situations that do not fix any specific value for the exit condition (say, exit pressure) but
allow the flow the freedom to choose any exit pressure value within a certain range,
experiments confirm the computational results that, given enough time, there typically
exists, under normal gravity conditions, a self-selected “natural” steady flow with a
natural exit condition. This happens if the vapor flow is seeking (or is attracted to) a
specific exit condition and the conditions downstream of the condenser allow the vapor
flow a range of exit conditions that includes the specific natural exit condition of choice.
However, for some unspecified exit-condition cases involving partial condensation, even
if computations predict that a natural exit-condition choice exists, the experimental ar-
rangement employed here does not allow the flow to approach its steady natural exit-
condition value. Instead, it only allows oscillatory exit conditions leading to an oscilla-
tory flow. For the reported experiments, these oscillatory pressures are induced and
imposed by the instabilities in the system components downstream of the condenser.
�DOI: 10.1115/1.2755063�

Keywords: film condensation, phase-change heat transfer, two-phase flows, interfacial
waves
Introduction and Background
This paper outlines a fundamental and novel experimental in-

estigation of effects of exit conditions on internal condensing
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flows. Reported experimental results confirm the existing compu-
tational results �1–3� that both the flow features and heat-transfer
rates inside a condenser are sensitive to exit conditions and there-
fore depend on the specification of inlet, wall �particularly con-
densing surface temperature�, and exit conditions. The condensing
surface temperature �not heat flux� is assumed to be known �and
fixed� or knowable �through consideration of the appropriate con-
jugate problem�. This is true because, geneally, heat is removed
from the condensing flow through a wall and put in a large heat

sink, which may be a steady coolant flow in contact with the other
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ide of the wall surface or a suitabe arrangement of thermoelectric
oolers. This paper identifies and establishes a multiplicity of
teady/quasisteady solutions—and/or oscillatory flows—under
ifferent conditions at the exit. Experiments support the existing
imulation results �1–3� that have already shown, among other
esults, the presence of different steady/quasisteady solutions for
ifferent steady specifications of the exit condition. The condenser
xit condition �for partial as well as full condensation �FC�� is
pecified by the exit pressure. For partial �incomplete� condensa-
ion flows, the specification of the exit pressure is equivalent �see
ig. 6 in Ref. �1�� to the specification of the exit vapor quality, i.e.,

he ratio of the vapor mass flow rate at the exit to the inlet mass
ow rate �see simulation results from Refs. �1–3��. The computa-

ional simulations �1–3� for the gravity driven partial condensation
ases �such as flows inside a vertical tube� also predict that for a
ertain set of inlet and wall conditions, even if the exit condition
s not specified and a suitable range of exit conditions is available
or the flow to choose from, the flow seeks and attains a specific
natural” exit condition �in Narain et al. �1�, this situation is also
ermed natural unspecified steady exit condition due to the pres-
nce of an “attractor,” i.e., an “attracting” solution�. Unfortu-
ately, many planned system designs incorporate a condenser and
ssume that the condenser will always attain a steady flow even if
o exit conditions are specified. This is not generally true. The
ttainment of natural steady flows under unspecified exit condi-
ions occurs more readily �over a larger parameter zone� for grav-
ty driven condensate flows as opposed to shear driven flows �see
ef. �3��. The reported experimental results for gravity driven
artial condensation cases under unspecified exit conditions sup-
ort the computational results—both qualitatively and quantita-
ively. However, a steady natural exit condition may or may not
xist depending on whether or not a steady attractor exists �e.g., as
hown in Ref. �3�, it does not exist for most slow inlet flow rates
n horizontal or zero gravity conditions�, and even if an attractor
oes exist, its realization depends on whether the attracting natural
xit-condition value falls within the range of the available steady
hoices at the exit. In the absence of an active specification of a
teady exit condition, the available range of steady exit conditions
s determined by the components downstream of the condenser as
ell as the specific nature of the hardware used in the design of

he rest of the system �or flow loop�. Furthermore, because of the
mall pressure drops �see Ref. �3� or experimental runs reported
ere�, when a steady natural exit condition is achieved under un-
pecified conditions or when the specified exit condition is not too
ar from this natural steady exit value, typically, vapor flows are
lose to incompressible.

The fact that for partial condensation flows, one can achieve
uite different values of average heat-transfer coeffiecients under
ifferent realizations of quasisteady flows that correspond to dif-
erent specifications of exit vapor quality �or pressure� is not
urprising—as this follows from a simple overall energy balance.
n the context of boundary value problems for internal condensing
ows, what is new is that our computational and experimental
esults unequivocally show that the commonly occurring condens-
ng flows are very sensitive to the nature of exit conditions as well
s to the changes in exit conditions �due to changes in exit pres-
ure�. This sensitivity arises from the ease with which these
hanges alter the vapor flow field in the interior. Therefore, when
nly the exit condition is changed from one steady value to an-
ther, the changes required for the interior vapor flow toward
ttaining a new steady flow are such that they do not demand a
emoval of the new exit pressure imposition—as is the case for
ncompressible single phase duct flows with only one allowed exit
ressure. Instead, for condensing flows, new steady flows are
chieved for new exit conditions through appropriate changes in
he vapor/liquid interfacial configurations and associated changes
n interfacial mass, heat-transfer rates �both local and overall�, and
ther flow variables.
The vertical in-tube internal condensing flows—partial or com-

ournal of Heat Transfer
plete �full�—are investigated here for a downflow configuration.
Though numerous in-tube condensation experiments have been
done, most of the well-known in-tube vertical downflow experi-
ments done by Goodykoontz and Dorsch �4,5�, Carpenter �6�, etc.,
either limited themselves to sufficiently fast flow portions of the
duct that do not significantly depend on exit conditions or oper-
ated under a particular �natural or otherwise� set of exit conditions
�that gets specified or remains unspecified depending on the em-
ployed experimental setup�. Therefore, results may vary from one
experimental system to another. In addition to our group’s very
early �see Yu �7�� and subsequent �1,2� computational findings on
the importance of exit conditions for internal condensing flows,
experimental findings of Rabas and Arman �8� also indicated the
significance of exit conditions through their observation that the
presence or absence of valves at the exit affected some of their
in-tube vertical downflow results. Rabas and Arman �8� also
pointed out an important fact that in the annular regime, even for
a complete condensation vertically downward flow inside a tube
�for which, at exit, the condensate is collected in a vapor plenum�,
the condensing flow is usually annular not only all the way up to
the point of FC but also downstream of this point up to the exit;
that is, a continuous liquid phase never fills the entire tube. This
means that the flow remains annular �or, at most, has a few liquid
bridges that encapsulate vapor bubbles� with zero interfacial mass
and heat transfer in the segment downstream of the point of FC.
Additionally, Rabas and Arman �8� pointed out that in the case of
a horizontal in-tube complete condensation for a tube of a certain
diameter, the flow regime near downstream and upstream loca-
tions of the point of complete condensation �where vapor flow rate
is nearly zero� varies from gravity dominated stratified to gravity
dominated plug annular—depending on whether the inlet mass
flow rate is above or below a certain critical value.

Furthermore, several experimental results and analyses �9–17�
indicate that, for certain physical arrangements leading to a spe-
cific class of inlet and outlet conditions, transients and instabilities
are expected in complete condensation horizontal in-tube internal
condensing flows. Since these experiments and the corresponding
modeling techniques in the literature �9–17� limit themselves to a
particular type of inlet and exit conditions, they do not directly
apply to the presence or absence of observed transients and insta-
bilities in other feasible categories of exit-condition specifications.

Since an understanding of internal condensing flows’ transients
is not entirely possible in the context of traditional two-phase flow
analyses based on homogeneous, separated, or drift-flux formula-
tions �see Wallis �18��, more sophisticated averaged model equa-
tions of varying degrees of complexities �see, e.g., Lahey and
Drew �19�� have been proposed. Despite this, appropriate drift-
flux and/or virtual mass force based analyses of Liao et al. �20�,
Liao and Wang �21�, and Wang �22� reported some ability to cap-
ture transients in certain internal condensing flows of the type
studied by Wedekind and Bhatt �9,12�, Wedekind et al. �15�, Bhatt
and Wedekind �10,11�, Bhatt et al. �13�, Kobus et al. �16�, Kobus
�17�, Boyer et al. �14�, etc. Furthermore, Liao et al. �20� and Liao
and Wang �21� also reported difficulties in employing the multi-
dimensional, four field, two-fluid model of Lahey and Drew �19�
toward modeling transients and instabilities that occur in internal
condensing flow cases of their concern. Other analyses by Wede-
kind and Bhatt �9,12�, Bhatt and Wedekind �10,11�, Kobus et al.
�16�, and Kobus �17� employed the system mean void fraction
�SMVF� model, which allows one to ignore the momentum bal-
ance equation. These simpler integral analyses have been some-
what successful in capturing some features of the experimentally
observed transients and flow oscillations that have been reported
�9,11� for certain in-tube horizontal condensing flows involving a
complete condensation. In these cases, a fixed pressure tank �ple-
num� at a sufficiently high pressure pushes vapor through an inlet

valve to the inlet of a horizontal condensing section where the
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apor is fully condensed, and then the liquid flows out of the
ondenser exit, through an exit valve, to a tank �plenum� at a fixed
ow pressure.

To understand exit condition issues more clearly, the approach
aken here has been to seek an experimental confirmation of key
esults obtained from employing our fundamental and nearly exact
omputational technique �1–3� to obtain steady and unsteady
imulations for laminar-vapor/laminar-condensate initial bound-
ry value problems—in the limited context of separated, quasi-
teady annular condensing flows. Therefore, simulation results
1–3� have been central to the development and interpretation of
he reported experiments. Fundamentally, the internal condensing
ows’ exit condition sensitivity arises from governing equations
eing “elliptic” or requiring “two-way” space coordinates in the
ow direction �i.e., the flow variable at a point P is influenced by
oth upstream and downstream local neighbors, as shown in Fig.
�c��. However, this sensitivity to exit conditions, or a two-way
ehavior, is special and does not result from the typical “elliptic-
ty” associated with slow flows and flow reversals �which are, as
escribed in Patankar �23�, associated with the changes in the sign
f local Peclet numbers�. In fact, it is found �for simulations in
efs. �1–3�� that even when vapor and liquid flows are unidirec-

ional �or “one way” or “parabolic”� due to local Peclet numbers
which appear in local discretization equations for the velocity
omponents—see Eqs. �5.61�–�5.64� in Ref. �23�� being very large
even greater than 50,000 in both x and y directions�, the flows
xhibit an elliptic or a two-way behavior leading to a sensitivity to
xit conditions. This special sensitivity to exit condition is due to

Fig. 1 The schematic for the flow thro
he two-way behavior of the vapor pressure fields �reflected, in the

354 / Vol. 129, OCTOBER 2007
context of our computational methodology �1�, by the two-way
behavior of the pressure equations given by Eqs. �6.30� and �6.31�
in Ref. �23��. These equations for condensing flows are such that
the coefficients that multiply the pressures at the locally upstream
and downstream neighbors are comparable even for large Peclet
numbers �see pressure discretization equations for the SIMPLER
procedure in Patankar �23��. Due to this, effects of changes in the
exit pressure are felt by the entire vapor flow field.

In the literature, condensing flows have been classified accord-
ing to whether they are shear dominated or gravity dominated,
internal or external, smooth or wavy at the interface, laminar or
turbulent in the two phases, etc. It is proposed here that one can
only make sense of the vast literature on internal condensing flows
if they are also classified in different categories based on the con-
ditions imposed at the inlet and the exit. The following three cat-
egories �termed categories I–III� proposed here cover most cases
of interest.

�1� Category I �with complete or incomplete condensation un-
der specified exit conditions�

• Prescribed or known values of the total inlet vapor mass

flow rate Ṁin �kg/s�, inlet vapor quality, inlet pressure
pin, and inlet temperature at all times t. Without loss of
generality, one can focus on an all vapor flow �an inlet
vapor quality of unity� at the inlet with known values of

the total inlet �all vapor� mass flow rate Ṁin �kg/s�, inlet
pressure pin, and inlet temperature �at saturation tempera-

test-section and exit-condition issues
ture Tsat�pin� or at some superheat� at all times t. This
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means the prescription could be steady or unsteady.
• Prescribed method of cooling leading to known wall

temperatures Tw�x , t��Tsat�pin� for all x locations over
which film condensation occurs. Typical wall tempera-
ture conditions of interest are steady, but unsteady con-
ditions are relevant to start-up and shutdown.

• Specified or known exit condition. For example, for
steady exit conditions, the exit pressure pe, is a const,
which is equivalent, for partial condensation cases, to

setting exit mass quality Ze�Ṁvapor@exit �kg/s� /

Ṁin �kg/s�, an appropriate constant where

Ṁvapor@exit �kg/s� is the vapor mass flow rate at the exit
at time t.

For category I partial condensation flows with steady
specified exit conditions, the computational simulations
in Fig. 2 �with the flow conditions being the same as
specified in Fig. 2 and Table 1 of Phan et al. �3�� show
three different steady solutions for three different speci-
fied vapor qualities Ze at the exit �viz., Ze1=0.15, Ze2
=0.215, and Ze3=0.3�. Some of the experimental inves-
tigations of Garimella et al. �24,25� are for flows in this
category with an inlet quality Zi��1� and an exit quality
Ze specified at values incrementally smaller than Zi.

�2� Category II �with complete or incomplete condensation un-
der unspecified exit conditions�

• Prescribed or known values of the inlet mass flow rate

Ṁin �kg/s�, inlet pressure pin, and inlet temperature �at
saturation temperature Tsat�pin� or at some superheat� at
all times t. Without loss of generality, it is assumed that
the flow is all vapor at the inlet.

• Prescribed or known wall temperatures Tw�x , t�
�Tsat�pin� for all x locations over which film condensa-
tion occurs.

• Exit condition is not specified. However, due to some
system hardware limitations and constraints, if only a
range of exit pressure conditions is available to the con-
denser, we still call a flow in the interior of this range a
category II flow. A flow at the boundary of this range is,
however, not a category II flow.

For category II flows, in Fig. 2, it is computationally

ig. 2 For tube flow situations specified as in Phan et al. †3‡
see their Table 1 and Fig. 2…, the figure depicts three steady
lm thickness profiles for three different exit conditions. The
gure also indicates time trends for two sets of �„x , t… predic-

ions for t>0; one curve starts at Ze=0.3 at t=0, and tends, as
\�, to the solution for Ze�Na=0.215. The other curve starts at
e=0.15 at t=0 and tends, as t\�, to the same Ze�Na=0.215
olution.
shown that if exit vapor quality specification constraints

ournal of Heat Transfer
at Ze1=0.15 or Ze3=0.3 are removed at some time �t
=0�—and subsequently �t�0�, one does not specify any
exit condition or any restrictions on the available range
of exit conditions—this particular incomplete condensa-
tion flow seeks its own long-term and steady natural exit
vapor quality Ze�Na=Ze2=0.215 and an associated steady
natural flow under incompressible vapor conditions.
Other simulations for shear driven flows �3� and some
experiments reported here under conditions of restricted
available range of exit conditions show that the flow in
this category may or may not be able to select a quasi-
steady flow with a natural exit condition. This is because
the unspecified exit condition �category II� cases, though
commonly used in applications, are essentially “ill
posed” boundary value problems. Therefore, the exis-
tence of steady solutions is at the mercy of other factors
�such as whether or not an attracting steady solution ex-
ists and, if it does, whether or not downstream conditions
are conducive to the attainment of this attracting solu-
tion�. When natural attractors are weak or do not exist, as
is the case for some horizontal and zero gravity condens-
ing flows �3�, the concave bowl analogy schematic for
attractors given in Fig. 9 of Narain et al. �1� needs to be
replaced by a bowl shape, which is either weakly con-
cave or completely flat. Furthermore, for category II
flows, in Phan et al. �3�, the existence of an attractor
leading to a long-term steady exit condition was termed
differently—it was called a long-term one-way or para-
bolic behavior. Similarly, non-existence of an attractor
�typically an indicator of flows that lie outside the annu-
lar regime and are more complex in the sense that they
exhibit certain degrees of randomness or indeterminacy�
was termed differently in Ref. �3�—it was called a long-
term two-way or elliptic behavior.

�3� Category III �complete condensation involving special
specified conditions at the inlet and the exit�

Although, technically, this is a special subcategory of
fully condensing category I flows, it is listed separately
because it typically requires a different experimental setup
and hardware facilities. This class has been extensively in-
vestigated in the literature �9–16� for oscillatory and un-
steady condensing flows.

• In this case, there is a constant pressure reservoir, with a

high pressure ptank-in, that feeds the vapor flow M· in�t� �at
inlet pressure pin, temperature TV-in, and density �V-in�
into the test section through an inlet valve �with valve
coefficient ki�. This requires the inlet pressure pin to sat-
isfy at any time t,

pin � ptank-in − ki
Ṁin�t�2

�V−in

• Also, there is a constant pressure exit tank, with a typi-
cally lower pressure ptank-exit to which the condensate
flows through an exit valve of valve coefficient ke. The
exit valve handles an all liquid flow because this case is
only for complete condensation flows. At the exit of the

condenser, the liquid flow rate is Ṁexit at any time t, and
the liquid density is �L-exit. This requires that the test-
section exit pressure pexit satisfy at any time t,

pexit � ptank-exit + ke
Ṁexit�t�2

�L−exit

• Prescribed or known steady wall temperatures Tw�x�
�Tsat�pin� for all x locations over which film condensa-

tion occurs.
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The experimental and/or modeling analysis papers of Wedekind
nd Bhatt �9,12�, Bhatt and Wedekind �10,11�, Bhatt et al. �13�,
obus et al. �16�, Kobus �17�, Liao et al. �20�, Liao and Wang

21�, etc., focused on category III flows for a horizontal con-
enser.

The experiments and computations in this paper, however, fo-
us only on category I and category II flows. As a result, the flow
ransients and system instabilities reported in this paper �see Sec.
�, as far as flows within the test section are concerned, are nec-
ssarily of different origin. However, at a system level, the experi-
entally observed flow oscillations’ relationship to the better

nown �11,13� results for category III flows in the downstream
uxiliary condenser is also discussed here.

The experimental runs reported here largely involve laminar
ondensate and turbulent vapor situations with possible vapor
ompressibility effects for some of the category I flows. Despite
his, both qualitative and quantitative comparisons with simulation
esults based on the laminar-vapor/laminar-condensate methodol-
gy given in Refs. �1–3� are possible and are presented here for a
easible subset �within the boundaries for steady annular flows� of
xperimental runs. This comparison is possible because turbulent
apor often laminarizes in the vicinity of laminar condensate as
he condensate is slow and remains laminar approximately up to
e��1800 �see film Reynolds number Re� defined in Phan and
arain �26��. Also, for gravity driven condensate cases considered
ere, the existence of turbulent vapor zones in the core and en-
rance zone of the condenser has only a minor second order im-
act on pressure variations in the condenser. The far field vapor
urbulence often tends not to be a significant player because the
verall flow features �local and average heat-transfer coefficients�
re dominated by interfacial mass and heat-transfer rates, which
re dominated by the typically laminar nature of the gravity driven
ondensate flow and the associated laminar nature of vapor flow
n the vicinity of the interface. Because of the above, all experi-

ental runs reported here for partial �or incomplete� condensation
ases involving laminar condensate show a very good qualitative
greement with the simulations as far as the existence of multiple
teady solutions for multiple steady exit conditions �category I�
nd a natural steady solution for the unspecified exit-condition
ases �category II� are concerned. The agreement with simula-
ions, with regard to exit vapor quality and general consistency
ith overall heat-transfer rates, are also quantitatively very good

or experimental runs that fit the annular flow assumption for the
imulations. It should be noted that, additionally, the accuracy of
he employed simulation methodology �1–3� and its quantitative
ompatibility with a different set of experimental runs �Lu and
uryanarayana �27�� for shear dominated category II flows have
lso been established �see Ref. �2��. Furthermore, computational
esults for internal condensing flows are obtained from a simula-
ion tool that has a proven ability �see Phan and Narain �26�� to

ake good quantitative predictions for wave phenomena and their
ffects on heat-transfer rates for the benchmark classical problem
f Nusselt �28�.

The experimental investigation of annular complete condensa-
ion cases reported here is less complete and limited to natural
teady flows in category II. Computational simulations for these
ases are also limited because the flow often condenses com-
letely somewhere within the test section, and the current simula-
ion technique can only approximately cover the zone from the
nlet to the point of FC. The simulation tool has not yet been
nhanced to automatically identify and handle the exit-pressure-
ensitive two-phase annular flow zone—with neglegible interfa-
ial mass and heat-transfer rates—that occurs between the point of
C �whose location itself depends on the exit pressure� and the
xit. The reported experiments cover natural FC cases under un-
pecified exit conditions. The hardware needed to investigate a
omplete condensation under specified exit conditions �category I
ows as well as category III flows� is being developed as an
mportant ongoing area of research.

356 / Vol. 129, OCTOBER 2007
Thus far, nonexistent accounting of exit-condition categories
and exit-condition sensitivities of internal condensing flows is per-
haps one of the reasons for the large uncertainities and deficien-
cies noted by Palen et al. �29� with regard to the poor usefulness
of quantitative information available from existing correlations for
heat-transfer coefficients.

The experiments reported here involve a single pure working
fluid �viz., FC-72 by 3M Corp.� and focus on inlet mass flow rates
that correspond to inlet vapor Reynolds numbers in the range of
10,000–40,000 and vapor to wall temperature differences of
3–60°C �i.e., 0�Ja�0.4�.

2 Experimental Facility
The condenser section, which is of the type shown in Fig. 1�a�,

is typically a part of a closed flow loop. The flow loop, which

maintains a steady input pressure �pin� and mass flow rate �Ṁin� at
the inlet, while maintaining a prescribed steady �and nearly uni-
form� condensing surface temperature, may be designed to pro-
vide different categories of exit conditions. Exit-condition speci-
fications for category I and category II flows defined earlier in
Sec. 1 are realized through flow arrangements indicated in Figs. 3
and 4 respectively.

A 0–500 W evaporator/boiler in Figs. 3 and 4 is used to evapo-
rate the working fluid �FC-72�. The vapor mass flow rate out of

the evaporator, Ṁin, is fed into the test section. This mass flow rate
is measured by a Coriolis flow meter F1, and during transients,
this value can be controlled by the pneumatically actuated control
valve V1 �shown connected to F1 in Figs. 3 and 4�. Under steady

conditions though, the value of Ṁin gets approximately fixed by
the net steady electrical heating rate for the evaporator. This is due
to the restriction imposed by the evaporator energy balance, viz.,

Ṁin	 Q̇b /hfg�pb�. Here, Q̇b is the net heat rate into the evaporator,
pb is the steady evaporator pressure, Tb	Tsat�pb� is the steady
evaporator temperature �which is nearly equal to the saturation
temperature of the fluid at pressure pb�, and hfg is the heat of
vaporization at the liquid/vapor surface pressure pb in the evapo-
rator. Toward reduction in start-up time to steady state in the
evaporator, the liquid flowing in the evaporator is warmed up
�between points P� and B� in Figs. 3 and 4�, so its temperature is
nearly equal to the evaporator temperature Tb	Tsat�pb�.

The test section is a 0.8 m long, vertical stainless steel �316 SS�
tube with 6.6 mm inner diameter and 12.7 mm outer diameter. At
the entrance of the test section, the inlet vapor temperature is
denoted as TV-in, the inlet pressure is denoted as pin, and the inlet
vapor is kept slightly superheated �2–10°C superheat obtained by
heating a relevant portion of connecting tubes by a rope heater�. A
suitable thermocouple and an absolute pressure transducer mea-
sure the temperature TV-in and pressure pin, respectively, of the
vapor at the inlet. The dynamic view from an axial boroscope,
mounted at the top of the test section shown in Fig. 5, is used to
visualize and ascertain the nature of the flow in the first half of the
test section. However, because of sharpness and contrast improve-
ments that are needed for better quality images, snapshots and
video clips of the flows are not currently included in this paper.
They are, however, expected to be available in the near future. We
are currently able to use these views to ascertain whether or not
annular film condensation begins near the indicated “start of con-
densation” point in Fig. 5 and to ascertain �and then to ensure� the
dryness of the vapor up to the test-section inlet.

The test section �see Fig. 5� is suitably instrumented with vari-
ous sensors �thermocouples, pressure transducers, etc.�. For future
work, there is an arrangement to obtain local film thickness data
through integration of our recently invented nonintrusive film
thickness sensors that utilize the principle of fluorescence and

fiber-optic technology �see Ng �30�� and are able to measure the
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local” time-varying thickness of dynamic liquid films. The tech-
ique used for mounting all the sensors is described in detail in
arain et al. �31� and Siemionko �32�.
The test section in Fig. 5�b� �not shown to scale relative to the

uter tube in Fig. 5�a�� is centrally aligned in the hollow space of
larger diameter stainless steel �314 SS� tube. This outer tube has

n inner diameter of 23.62 mm and an outer diameter of
5.40 mm. The test-section tube is cooled by the flow of cooler

Fig. 3 The schematic of the flow loop for ac
for partial condensation cases

Fig. 4 The schematic of the flow loop for a

flows for partial or FC cases

ournal of Heat Transfer
water in the annulus formed by the outer surface of the test-
section tube and the inner surface of the outer tube. As shown in
Figs. 3 and 4, the flow of coolant water is arranged by a separate
closed loop consisting of the shell side of the shell-in-tube heat
exchanger �the flow is on shell side� and a pump. A separate loop,
not shown in Figs. 3 and 4, assures a secondary coolant �cold-
water� flow at a steady constant temperature and a steady flow rate
through the tube side of the heat exchanger in Figs. 3 and 4. This

ving specified exit-condition category I flows

ieving unspecified exit-condition category II
hie
ch
OCTOBER 2007, Vol. 129 / 1357
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oop �see Kurita �33�� replaces the open drain water loop used in
he preliminary experiments. This loop has two chillers in series
one for a coarse control and one for a finer control of tempera-
ure�, and this provides for a good control of the steady value of
emperature TC-in �marked in Fig. 5�a�� at the coolant inlet loca-
ion in Figs. 3 and 4. This, in turn, enables the repetition of ex-
erimental runs regardless of seasonal variations in drain water
emperature.

Resistance temperature detectors �RTDs� and type-T thermo-
ouples measure temperatures at different locations of the test
ection �see Fig. 5� and at other flow loop locations marked by
oints B, B�, T�, C1, C2, D1, D2, P1�, P2�, and P� in Figs. 3 and 4.
barometer measures outside atmospheric pressures. Flow meters

t locations marked F1 �Coriolis meter that directly measures mass
ow rate�, F2 �a volume flow rate measuring rotameter�, P1 �vol-
me flow rate meter imbedded in pump P1�, and P2 �volume flow
ate meter imbedded in pump P2� yield mass flow rates through
hose locations. Absolute pressure transducers measure pressures
t the test-section inlet �location 1 in Fig. 5� and at locations B and

Fig. 5 „a… The photograph of condenser tes
eters in „a… and „b… are not to the same scal
ÏxÏx10.
2 in Figs. 3 and 4. Differential pressure transducers measure

358 / Vol. 129, OCTOBER 2007
pressure differences in the test section �in Fig. 5�a�, this is be-
tween locations 1 and 9, location 3 and outside atmosphere, and
location 6 and outside atmosphere�. Two electronically control-
lable displacement pumps, P1 and P2 �see Figs. 3 and 4�, can
pump liquid FC-72 at a steady or unsteady specification of volume
or mass flow rates. A pneumatically controlled valve V1 is used,
as needed, to control mass flow rate through F1. Most of the
details of the employed data acquisition system are explained in
Narain et al. �31� and Siemonko �32�.

For convenience, the system in Figs. 3 and 4 is broken into the
following subsystems. �i� Subsystem A is the portion of the flow
loop between points P� and T� �this portion contains the flow into
the evaporator, the evaporator, the flow meter F1, valve V1, and
the tubing leading the flow into the test section�. �ii� Subsystem B
is the portion of the flow loop between points T� and T� �this
portion consists of the test section�. �iii� Subsystem C is the por-
tion of the flow loop between points T� and P� �this portion con-
sists of the L /V separator, the two branches of the flow in the
liquid line and the auxiliary-condenser line, and the pump or

ction. „b… The test-section schematic „diam-
The condensing surface covers the zone x0
t se
e….
pumps�. �iv� Subsystem D is the portion that consists of a primary
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oolant loop �shown in Figs. 3 and 4 and a secondary coolant loop
not shown here but shown in Kurita �33��. The subsystems A–D
efined above are not marked in Figs. 3 and 4, but the definitions
ntroduced here are necessary for later discussions of the experi-

ental results.
Additional details of this experimental facility �in fact, of a

imilar earlier version�, data acquisition, and LABVIEW 7.1 based
ata processing and instrument control strategies are available in
iemonko �32�.

Experimental Procedure
Here, we describe the procedure for investigating partial and

C cases under different exit conditions. Note that results from
ifferent exit conditions are to be compared for approximately the

ame inlet mass flow rate Ṁin, inlet pressure pin, and temperature

ifference �T=Tsat�pin�− T̄w, where T̄w is the mean condensing
urface temperature. Pure vapor may be allowed to enter the test
ection with a superheat of 2–10°C. The purging process �see
ef. �32�� ensures that the vapor flowing in the test section is pure
ver the duration of the experimental run and that noncondensable
ir in the flow loop has zero to insignificant presence. Note that
apor Jakob numbers �Ja�V ���Cp�V�Tsup/hfg�pin��, where �Cp�V
s the specific heat of the vapor and hfg�pin� is the heat of vapor-
zation at pressure pin, represent the ratio of sensible cooling of
apor to heat of vaporization. Since these numbers are very
mall ��1.0�10−5� in comparison to liquid Jakob numbers Ja
��Cp�L ·�T /hfg�pin��, where �Cp�L is the specific heat of the liq-
id condensate�, vapor temperature can be effectively modeled as
steady constant equal to the inlet saturation temperature. The

teadiness of Ṁin primarily depends on the constancy of heat sup-
ly to the evaporator �which is easily achieved by constant electric
eating at a known wattage� and the eventual approximate steadi-
ess of the evaporator pressure pb. Even if the steady value of pb
hanges somewhat for different start-ups, as long as the corre-
ponding evaporator saturation temperature Tb changes negligibly,
t is found that the remaining flow loop pressures relative to a
ingle effective boiler pressure are the same for two independent

epetitions of the same experimental run �i.e., same Ṁin, �T, T̄w,
nd Ze�. This is true because all other pressures p are effectively
haracterized by their pressure differences, p− pb, relative to this
ressure pb. Alternatively, a previously obtained steady value of
b can be regained by bringing the new evaporator pressure back

o roughly this same value by suitably switching the heater on and
ff under the same steady heating rate or by gradually venting the
vaporator from a higher pressure to the desired earlier value of
b. Both of the above described processes have been used to suc-
essfully assess the repeatability of a few representative experi-
ental runs. With regard to constancy of water temperature TC-in

t the coolant inlet for the test section �see Fig. 5� over time,
chieving constancy of water temperature and its flow rate in the
econdary coolant loop �not shown here� proved to be sufficient.

3.1 Specified Exit Conditions (Category I Flows)

3.1.1 Incomplete or Partial Condensation Flows. For an in-
estigation of partial condensation flows through the test section
hat involve specified conditions �through a steady and specified
xit vapor quality� at the exit, the arrangement in Fig. 3 is used. In
his arrangement, the liquid at the exit flows out of the test section

t a mass rate of ṀL, goes through the liquid/vapor �L /V� sepa-
ator, and is pumped by pump P1 back into the evaporator. Both
umps P1 and P2 �displacement pumps made by Masterflex� in
ig. 3 allow a digital control of flow rates. The vapor at the exit

ows out of the test section at a mass flow rate of ṀV and is
easured through a volume and mass flow rate measuring rota-

eter F2. This vapor then flows through an auxiliary condenser

ournal of Heat Transfer
where the vapor is completely condensed into liquid, goes through
pump P2, and then, on its way to the evaporator, merges near point
P� �see Fig. 3� with the liquid flowing out of pump P1.

The control strategy, to achieve a specified steady flow with a

prescribed exit vapor quality �ṀV /Ṁin�Ze� for a given inlet and
wall conditions, is to initially hold valve V1 open at a fixed level
of opening while ensuring �as described in the first paragraph of

this section� desired steady values of Ṁin, pb, and �T. Then, the

exit vapor mass rate ṀV through pump P2 �or rotameter F2� is held

fixed at a value less than the inlet mass rate Ṁin, while the exit

liquid mass flow rate ṀL is varied through pump P1 at a value

given by the tracking equation �ṀL�P1
=Ṁin− �ṀV�rotameter.

As the flow through the evaporator becomes steady, Ṁin be-
comes steady, and, at that time, we may or may not need to hold
this value actively fixed with the help of controllable valve V1. At
this stage, active control of valve V1 does not achieve much,
except that it eliminates some unwanted minuscule drifts in the

inlet mass rates. For a given set of inlet �Ṁin , pin ,TV-in� and wall

�T̄w� conditions, different specified steady states are achieved by

the above strategy for different values of ṀL. Experimentally
achieved examples of specified exit category I partial condensa-
tion flows are discussed in the next section.

3.1.2 Complete or Full Condensation Flows. The experimen-
tal technique for prescribing different exit pressures in FC cases is
important but has not yet been implemented. Typically, one would
need to specify different pressures at the exit of the test section, at
the L /V separator �see Figs. 3 and 4�, which is downstream of the
“point of FC.” This requires active pressure control at the L /V
separator. Fully condensing category I flows achieved in this fash-
ion do, however, become equivalent to category III flows with
fixed valve settings �ki and ke� introduced in the definition of
category III flows. This is part of an ongoing research. Therefore,
results for this important case are not reported here.

3.2 Unspecified Exit-Condition Cases (Category II Flows)

3.2.1 Natural Partial Condensation. For obtaining/
investigating the existence of a “long-term” and steady natural
exit condition for category II flows �under unspecified exit condi-
tions� with all other conditions being kept the same as in a corre-
sponding specified exit-condition case in category I, the flow is
required to go through the test section and onwards under the
arrangement shown in Fig. 4. Note that this arrangement has a
single displacement pump as opposed to the two displacement
pumps used in the arrangement of Fig. 3. The approach is to hold

values of Ṁin, pb, and �T nearly the same as in one of the speci-
fied category I cases while the pump P1 in Fig. 4 is controlled
such that the mass flow rate through it tracks the equation:

�ṀL�P1
=Ṁin. If the start-up and other conditions allow, a steady

state flow is attained in which, by the exit, the inlet vapor mass
flow rate is split, by a natural selection process, into a liquid

condensate flow rate �ṀL�Na and a vapor flow rate �ṀV�Na.

Clearly, these values satisfy the equation Ṁin= �ṀL�Na+ �ṀV�Na.
Experimentally achieved examples of unspecified exit category II
partial condensation flows are discussed in the next section.

3.2.2 Complete or Full Condensation Flows With a Natural
Steady State. For achieving FC flows in the test section, valve V3
in Fig. 3 is shut and the arrangement in Fig. 3 is then used. Here,
we choose the controlling temperature difference �T=Tsat�p�
− T̄w to become sufficiently large for a fixed inlet mass flow rate to
ensure that one achieves, through the indicated procedures for the

setup, a steady flow in Fig. 3 with a natural ṀV=0 �an approxi-

mate value obtained even if V3 was to be left open�.
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For the natural FC case, the valve V1 in Fig. 3 is left open at a
fixed opening and pump P1 is controlled to always satisfy, in time,

the relation �ṀL�P1
=Ṁin. If a steady state is achieved, this leads to

a natural steady FC flow �i.e., as will be discussed later, if XFC
�L in Fig. 9�. The word natural is also used here because the use
of displacement pump P1 in the arrangement downstream of the
test section allows the test-section vapor flow to attain whatever
pressure it desires by the test-section exit or by the point of FC.
Because of experimental limitations in measuring XFC, at present,
XFC�L is assured only through a computational simulation. Also,
note that because of the unspecified �free� exit condition, this way
of achieving steady FC flows is expected to keep vapor density
nearly uniform.

4 Experimental Results, Discussions, and Compari-
sons with Simulations

The column headers in Tables 1–3 indicate accuracies of the
values of key measured variables obtained through flow loop in-
struments and sensors. Overall accuracy bounds for the reported

calculated variables �such as q�̄, h̄, etc.� are also shown. The non-
dimensional numbers Rein, xe=L /D=106, Ja, �2 /�1, and �2 /�1 in
Tables 1–3 define the flows, and they are defined in Refs. �1–3�. In

Tables 1–3, the heat flow rate Q̇out and associated average heat-

transfer coefficients �h̄� are obtained through the relation Q̇out

	ṀLhfg= h̄�	DL��T. The inlet vapor mass flux G in Tables 1–3

is defined as 4Ṁin / �	D2�.
All �except the Coriolis meter F1� of the instruments’ accuracies

for measured variables were established after their in-house cali-
brations with the help of suitable and reliable reference instru-
ments of known resolution and appropriate reference physical
conditions �temperature, flow rate, pressure, etc.�. The accuracy of
the Coriolis meter was established by the vendor support staff at
the time of its installation. The error estimates for the calculated
variables reported in Tables 1–3 were obtained by well-known
standard procedures �see, e.g., Eqs. �3.27� and �3.28� in Ref. �34��.
The accuracies of individual calculated variables in a column
were taken into account to report maximum values of the errors in
the column headers of Tables 1–3. All the individual values of
errors were either less than or equal to these reported error values.
The error definitions, associated error analyses, and calibration
accuracies can be found in Narain et al. �31�.

The experimental runs reported in the next section were taken
after ensuring that �i� representative runs were repeatable, �ii� the
mass flow rates for partial condensation cases added up to satisfy
the mass balance, �iii� the overall energy balance for the test sec-

tion was satisfied, i.e., Ṁinhfg	ṀwCpw·�Tw, where for a repre-
sentative FC case, �Tw is the rise in the water temperature in the
annulus surrounding the test-section, and �iv� various data were
reasonable �based on simulation estimates� and consistent with
one another. The experimentally obtained partial condensation
cases in category II �unspecified exit� are listed in Table 1 with all
the essential details, including exit vapor quality Ze �fourth col-
umn� and its value obtained from simulations �fifth column�. The
corresponding partial condensation flow cases under category I
�specified exit-condition cases� are listed in Table 2. The experi-
mental data for category II FC cases are reported in Table 3. The
values for pressure drop across the test section were found to be
negative for almost all of the cases that have been reported here,
indicating that pressure at the exit was greater than that at the

inlet. This is because of the typical range of Ṁin and �T we have
been operating in �0.5–2 g/s and 2–12°C, respectively�. Further,
the magnitude of experimental pressure rise was found to be
higher than predictions obtained from the laminar-vapor/laminar-
condensate simulation tool employed in this paper. The results and
discussions for exit-condition categories I and II are described

below, separately, for partial and FC flows.
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e k II „unspecified exit-condition… FC flows

T�
Pa� Ja Pr1

Q̇out
�J/s�

q�̄
�W/m2�

h̄
�W/m2 K�

.7 ±0.02 ±0.02 ±5 ±500 ±26

.8 0.28 10.74 59 3800 165

.5 0.30 10.65 60 3800 156
0.1 0.16 9.87 86 5500 438
1.4 0.17 9.88 73 4600 331
.4 0.28 10.72 82 5200 230
.4 0.33 10.79 64 4000 151
.1 0.31 10.86 53 3375 133
.5 0.39 10.90 54 3400 134
.7 0.32 10.90 41 2600 102

Aa 0.47 9.95 64 4100 112
Aa 0.37 9.25 79 5000 180
Aa 0.57 10.06 71 4500 104
Aa 0.48 9.80 65 4200 115
0.4 0.25 9.04 66 4200 228
2.3 0.24 8.87 81 5200 283
9.3 0.35 10.25 133 8400 309
6.3 0.18 9.10 63 4000 289
8.5 0.25 10.00 109 6900 350

alcu ified exit-condition… partial condensation flows

px
�kP Re Ja Pr1

Q̇out
�J/s�

p�̄
�W/m2�

h̄
�W/m2 K�

±0 ±900 ±0.02 ±0.02 ±5 ±800 ±80

110 23,800 0.15 9.59 78 4900 416
100 21,900 0.11 9.72 69 4400 505
98. 22,400 0.10 9.76 64 4100 491

105 29,900 0.09 9.50 97 6200 851
103 32,000 0.08 9.55 78 4900 771
113 19,800 0.16 9.57 101 6400 514
110 20,200 0.15 9.62 66 4200 351
NA 32,600 0.04 9.87 67 4300 1174
104 26,630 0.13 9.46 35 2200 212
98. 27,800 0.12 9.57 16 1000 108
102 30,000 0.18 9.80 54 3400 236
108 27,400 0.20 9.66 88 5600 363
107 28,400 0.19 9.81 103 6500 441
92. 21,800 0.08 9.90 56 3500 545
113 21,400 0.14 9.57 62 3900 366
109 21,700 0.13 9.62 46 2900 279
92. 19,300 0.09 9.92 22 1400 186
101 23,200 0.14 9.85 64 4100 377
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ey calculated variables for steady states achieved for category

�p
�kPa�

pD2
�kPa� �2 /�1 �2 /�1

G
�kg/m2 s� Re

±0.05 ±2 ±0.0001 ±0.0001 ±1.5 ±800

−1.13 89 0.0073 0.0207 20.2 11,600

−1.54 94 0.0077 0.0210 20.4 11,700

−0.57 99 0.0081 0.0234 29.7 17,000

−3.05 99 0.0082 0.0234 25.1 14,300

−0.62 89 0.0074 0.0208 28.1 16,000

−3.01 92 0.0077 0.0207 22.0 12,500

−2.41 89 0.0074 0.0204 18.1 10,400

−0.54 90 0.0073 0.0203 18.4 10,600

−1.18 90 0.0074 0.0209 14.0 8000
−0.35 129 0.0116 0.0240 22.9 12,700

−0.33 140 0.0127 0.0265 28.3 15,600

−0.14 138 0.0125 0.0236 25.4 14,000

−0.25 136 0.0120 0.0244 23.4 12,900

−0.29 143 0.0115 0.0277 23.6 13,000

−2.05 148 0.0123 0.0279 29.2 16,000

−0.24 112 0.0090 0.0225 46.4 26,100

−0.23 130 0.0105 0.0266 22.2 12,400

−1.32 107 0.0087 0.0231 38 21,500

lated variables for steady states achieved for category I „spec

6
a�

pT�
�kPa�

�p
�kPa�

pD2
�kPa� �2 /�1 �2 /�2

G
�kg/m2 s�

.6 ±0.7 ±0.05 ±2 ±0.0001 ±0.0001 ±1.5

.9 108.0 −1.82 106 0.0087 0.0244 42.1

.3 99.5 −0.43 98 0.0080 0.0238 38.4
4 97.3 −0.32 96 0.0078 0.0236 39.1
.9 104.4 −0.59 103 0.0083 0.0246 52.6
.3 101.7 −0.40 100 0.0081 0.0244 56.1
.2 110.5 −0.80 108 0.0088 0.0245 35.0
.6 108.0 −0.62 106 0.0086 0.0243 36.6
b NAb

−1.30 NAb 0.0071 0.0231 56.4
.6 107.0 −0.87 103 0.0089 0.0250 47.1
6 100.8 −0.74 97 0.0085 0.0245 49.0
.1 NAb

−0.58 99 0.0085 0.0237 52.9
.6 NAb

−1.46 106 0.0090 0.0243 48.5
.9 108.1 −2.10 105 0.0085 0.0237 50.1
1 90.5 −1.15 88 0.0073 0.0230 38.0
.2 110.1 −1.60 107 0.0086 0.0245 37.7
.1 105.8 −0.95 104 0.0084 0.0243 38.3
8 91.9 −0.14 90.4 0.0074 0.0230 33.5
.3 98.4 −0.65 97.1 0.0079 0.0234 40.6

n the column headers due to �T and high relative error associated with its measure
Table 3 Experimentally measured data and som

Run
No

Min
�g/s�

T̄W
�K�

Tsat
�K�

�T
�K�

pin
�kPa�

px6
�kPa�

p
�k

±0.05 ±1 ±0.15 ±1 ±0.6 ±0.6 ±0

1 0.69 304 326.93 23 92.3 94.9 90
2 0.70 304 328.46 24 97.2 99.8 95
3 1.01 317 329.67 13 101.1 104.0 10
4 0.86 316 330.20 14 102.8 104.1 10
5 0.96 304 326.95 23 92.4 93.1 90
6 0.75 302 328.61 27 97.6 98.2 95
7 0.62 302 327.17 25 93.0 94.8 91
8 0.63 301 326.97 26 92.4 94.2 90
9 0.48 301 327.07 26 92.8 94.6 90
10 0.78 305 341.13 36 146.0 NAa N
11 0.97 316 343.27 27 155.8 NAa N
12 0.87 300 343.11 43 155.0 NAa N
13 0.80 306 342.02 36 150.0 NAa N
14 0.80 322 340.69 19 144.1 135.7 14
15 0.99 324 342.32 18 151.4 NAa 15
16 1.59 306 333.56 27 115.0 110.5 10
17 0.76 324 337.82 14 131.7 125.7 12
18 1.30 312 331.98 19 109.4 111.4 10

aNA: The data were not available due to some equipment problem.

Table 2 Experimentally measured data and some key c

Run
No

Min
�g/s�

MV
�g/s�

Ze
exp

T̄W
�K�

Tsat
�K�

�T
�K�

pin
�kPa�

±0.05 ±0.04 ±0.04 ±1 ±0.15 ±1 ±0.6

1 1.44 0.52 0.36 320 331.91 12 108.8
2 1.31 0.50 0.38 320 329.16 9 99.4
3 1.34 0.59 0.44 320 328.55 9 97.4
4a 1.80 0.64 0.36 323 330.53 8 103.9
5a 1.92 1.00 0.52 323 329.64 7 101.0
6 1.20 0.00 0.00 320 332.23 12 110.5
7 1.22 0.44 0.35 320 331.71 12 108.0
8a 1.93 1.15 0.60 322 325.21 3 87.15
9 1.61 1.14 0.70 322 332.57 11 111.4
10 1.67 1.37 0.82 322 331.45 10 105.8
11 1.81 1.02 0.56 317 331.48 14 106.8
12 1.66 0.60 0.36 318 333.15 15 113.5
13 1.71 0.49 0.28 316 331.14 15 108.0
14 1.30 0.65 0.50 320 326.34 6 90.5
15 1.29 0.55 0.43 321 331.63 11 107.7
16 1.31 0.76 0.58 321 331.07 11 105.8
17 1.14 0.88 0.77 319 326.73 8 91.6
18 1.39 0.64 0.46 318 329.01 11 98.9

aThe error values for this case were greater than the representative error values sho
bNA: The data were not available due to some equipment problem.



E
6
s
+
S
T
t
t
S
F
�
c
e
T

�
	
a
e
l

a
t
c
t
s
s
o
−
�
d
b
o
d
c

p
6

t
c
r
o
d
c
s
i
fi
t
fl
e
l
e
s
s
N

t
e
T
d
F
c
r

fl
s

s
t

1

4.1 Partial Condensation Flows

4.1.1 Specified Exit-Condition (Category I) and Unspecified
xit-Condition (Category II) Cases. For partial condensation, Fig.
�a� shows the attainment of two specified exit-condition case
teady/quasisteady flows marked Specified-1 �t2� t�min�� t2
20� and Specified-2 �t3� t�min�� t3+30�. The Specified-1 and
pecified-2 cases correspond to run 1 and run 18, respectively, in
able 2. The results over time interval t4� t�min�� t4+20 show

he experiment’s ability to approximately repeat the data for a case
hat is approximately the same as Specified-1 and is termed as
pecified-1 Approx. Following the method described in Sec. 3,
igs. 6�a� and 6�b� also show, over the time interval t1� t�min�
t1+76, the attainment of a corresponding natural steady exit

ondition and associated steady flow variables for an unspecified
xit-condition �category II� case. This case corresponds to run 1 in
able 1. The Natural-1, Specified-1, and Specified-2 steady states

in Figs. 6�a�–6�c�� have the same values of Ṁin

1.40±0.05 g/s and �T	11±1°C but different values of ṀL

nd ṀV that satisfy �ṀL�1+ �ṀV�1= �ṀL�2+ �ṀV�2=Ṁin. The differ-
nces between the Specified-1 and Specified-2 cases are as fol-
ows: �i� they have different heat-transfer rates �since energy bal-

nce gives Q̇out	ṀLhfg�. The two cases have approximate heat-
ransfer rates of 78±4 W and 64±4 W and average heat-transfer
oefficients of 416±40 W/m2 K and 377±40 W/m2 K, respec-
ively. �ii� The two cases also have different hydrodynamics, the
ignature of which is clear through corresponding computational
imulations and through the difference between experimentally
btained mean values of �p for the two cases �in Table 2 they are
1.82 kPa and −0.65 kPa, respectively�. Furthermore, specified

category I� and unspecified �category II� flows have different
ynamic responses to a disturbance �in Figs. 6�a�–6�c�, a distur-
ance was induced by momentarily shutting or decreasing the
pening in the valve V1 shown in Figs. 3 and 4�. The difference in
ynamic response is seen by comparing Specified-2 and Natural-1
ases for the transient decay time 
D associated with the exit va-

or flow rate ṀV in Fig. 6�a� or 
D associated with �p in Fig.
�b�. In Fig. 6�a�, the rapid shutting or closing of valve V1 caused

he indicated responses in the Ṁin time history. For the Natural-1
ase, this response is as shown in Fig. 6�a�, but a more rapid
esponse for the Specified-2 case is not captured by the resolution
f the figure and it is indicated by a dotted line. With regard to
ynamic responses to a disturbance, it is clear that the Specified-2
ase of Fig. 6�a� �though it is farther from a natural case� is more
table than the Natural-1 case because its transient decay time 
D
s much shorter. In other words, natural steady states for unspeci-
ed exit conditions �category II� are generally more noise sensi-

ive because the exit in category II cases is not as isolated from
ow variation further downstream of it, as is the exit for specified
xit-condition cases �category I�, and this causes an additional
ingering impact of noise arising from the flow variables in the
xit zone. Time histories of pressure and temperature values in
ubsystems A, C, and D for the cases in Figs. 6�a�–6�c� are not
hown here for brevity but are available in Figs. 7�d�–7�e� of
arain et al. �31�.
The cases shown in Figs. 6�a�–6�c� are representative runs

aken from a set of partial condensation runs for specified �cat-
gory I� and unspecified �category II� exit-condition cases in
ables 1 and 2. The data matrix associated with these partial con-
ensation category I and category II cases is best represented by
ig. 7. The test matrix for all partial condensation �including both
ategories I and II� cases is limited by the system limits and flow
egime boundaries indicated on the plane marked by inlet mass

ow rate Ṁin and temperature difference �T values. Figure 7
hows all the partial condensation cases plotted on the two dimen-

ional plane formed by Ṁin and �T. These parameters were found

o be the key variables controlling the dynamics of the condensing
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flows in the test section. The typical values for lower and upper
limits for the inlet mass flow rate were found to be 1 g/s and
2 g/s, respectively, and those for the �T were recorded to be 2°C
and 12°C, respectively. The interior shaded zone in Fig. 7 repre-

sent Ṁin and �T values, for which steady flows were attained for
both specified �category I� and unspecified �category II� exit-
condition cases. The bounding curve B in Fig. 7 indicates a lower
threshold of �T such that steady condensing flows attained below
that curve �see points marked in Fig. 7� were dropwise patchy—
i.e., not annular—on the condensing surface near the inlet. Below
this curve, the condensation, as observed from the inlet boroscope,
indicates that the flow is no more film annular near the point of
onset of condensation as there are wet and dry patches associated
with dropwise condensation. This happens because the �T value
is below a lower threshold. The bounding curve B is partly ex-
perimental, and curve C on the right in Fig. 7 is, at present, en-
tirely schematic �i.e., not fully explored by experiments�. Curve C
represents an expected transition to wispy-annular flows �see Fig.

10.3 in Carey �35�� at very high Ṁin at any �T. The dotted curve
A on the left bottom has been experimentally noticed. It does not
represent a flow regime boundary for the test section, as it is a
result of the exit pressure oscillations or unsteadiness in the test
section imposed by oscillatory or other plug/slug instabilities oc-
curring elsewhere in the system �in this case, in the auxiliary
condenser downstream of the test section�. An example of such an
instability case is discussed in Sec. 5. The bounding curve in the
upper left corner of Fig. 7 is marked as curve D. This curve

represents a transition from partial condensation to FC. If Ṁin is
reduced and �T is increased further, computations show that the
left side of curve D represents the zone for which the entire vapor
coming in condenses inside the test section �i.e., for category II
flows, XFC in Fig. 9 starts satisfying XFC�L on the left side of
curve D as opposed to XFC�L on the right side of curve D�. Note
that Fig. 9 suggests, in accord with computations as well as re-
marks of Rabas and Arman �8�, that this point of FC does not
necessarily imply an all liquid phase for x�XFC. It simply means
that the zone x�XFC is such that the average vapor mass flow rate

ṀV is zero and so are the interfacial mass and heat-transfer rates at
these locations. Since the area on the left side of curve D repre-
sents FC, it is discussed in Sec. 4.1.2.

For a few data points in Fig. 7, the rotameter F2 data were
corrupted by the float’s occasional stickiness to the rotameter
walls. These cases are marked by unfilled circles in Fig. 7, and all
the rest of the good cases �also based on comparisons with com-
putational simulations� are marked by dark filled circles. These
dark filled circles representing good partial condensation cases in

Fig. 7 are actually the projections on the Ṁin-�T plane of the
points reported in the three dimensional data matrix, which has

Ṁin, �T, and Ze ��ṀV /Ṁin� as the three axes. This three-
dimensional data matrix is not shown here for brevity but is
shown in Fig. 8�b� of Narain et al. �31�, where the figure is able to
depict all the cases of category II �unspecified exit� as well as
category I �specified exit� partial condensing flows. Each point in

Fig. 7 represents, for given values of Ṁin and �T, a set of data
consisting both category I cases and its associated unique natural
category II case. There are, however, as seen in Fig. 8�b� of
Narain et al. �31�, some data sets representing only category I or
category II cases. For each data set in Fig. 7 consisting of category
I cases and the associated category II case, category I flows were
found to be more robust and stable as compared to their associated
category II counterparts.

4.1.2 Comparisons With Relevant Computational Results
(Partial Condensation). Figure 8 shows the computationally ob-
tained �employing the tools reported in Ref. �3�� steady and noise-
free details of local film thickness and heat-flux variations for the

specified and unspecified natural cases marked as Specified-2 �run
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Fig. 6 „a… Time history depiction of Ṁin, ṀV, and �T values for multiple
steady states of partial condensation cases, viz., Natural-1 „run 1 from Table
1…, Specified-1 „run 1 from Table 2…, Specified-2 „run 18 from Table 2…, and
Specified-1 Approx. „b…. Time history of pressures „along the test section…
and �p values „across the test section… for the cases shown in „a… „c… Time
history of temperature values along the test section „subsystem B… and Tsat
„p … for the cases shown in „a….
in
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8 in Table 2� and Natural-1 �run 1 in Table 1� in Figs. 6�a�–6�c�.
he variation of vapor quality Z ��Ṁv /Ṁin at any x� along the

est section can be easily obtained from the graphical results in

ig. 8 from the relation Z�x��1− ��	 ·D� / �Ṁinhfg��
0
xqw�dx.

The exit vapor quality for the Specified-2 case was greater than
hat of the associated Natural-1 case. As a result, a higher amount
f vapor condenses for the Natural-1 case, and this makes the

eat-transfer rate Q̇out for the natural case to be on the higher side
see Tables 1 and 2 for details�. For all other conditions remaining
he same, as observed from the computational results in Fig. 8,
his makes the Natural-1 case’s liquid film thickness lower and the
all heat flux higher than the values for the Specified-2 case. Such
etails of representative local variations in film thickness and heat
ux are very important and should be more extensively synthe-
ized with experimental results before heat-transfer correlations
re developed for suitable categories and subcategories of internal
ondensing flows. However, reliable experimental information on
ocal spatial variations of these quantities is not expected until
ater incorporation of film thickness sensors and heat-flux sensors
n these experiments. Observe that the computationally obtained
rediction of the natural exit vapor quality �Ze�Na comp �	0.33� for
ategory II flow in Fig. 6�a�–6�c� is in a very good agreement with
he experimentally obtained �Ze�Na Expt �	0.33� value �see Table
�. In fact, a very good agreement between �Ze�Na comp and

Ze�Na expt values was found for all category II cases in Fig. 7, and
his is clear from their numerical values in Table 1. Note that a
ood agreement between experimental and theoretical Ze values
as also been obtained and reported �see Ref. �2�� for a shear
riven condensing flow in a channel �category II experiments of
u and Suryanarayana �27��.
The values of pressure drop �p �pin-pexit� obtained from simu-

ations for all the category II partial cases were negative and be-
ow 50 Pa, indicating that pexit was greater than pin for all the

ondensation cases in the given Ṁin range. This is confirmed by
he experimental values of �p �see Tables 1–3�, which are also all
egative �except for a very few cases�. However, as expected, the
agnitudes for experimental values of �p were found to be

Fig. 7 Two-dimensional test data matrix for
condensation flow cases and different bound
reater than those from simulations. The reason behind this is that
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the simulations assume laminar-vapor/laminar-liquid flows while,
in reality, the vapor Reynolds numbers are in the higher range
�20,000–30,000�, and this makes vapor flows significantly turbu-
lent in the core �see Tables 1–3�. The turbulence in the vapor core
does not affect the mass transfer across the interface much be-
cause the condensate motion is gravity dominated. However, the
turbulent vapor core significantly increases �p values in the vapor
domain. Because of this, the values of vapor quality obtained from
the simulation are in good agreement with the experiments, but
the values of pressure drop �p obtained from experiments are
higher in magnitudes. The predicted pressure drop �p values do
become comparable to experimental values if suitable corrections
for vapor turbulence are made. The modifications in the compu-
tational procedure needed to account for vapor turbulence are ex-
plained in Narain et al. �31�.

4.2 Complete or Full Condensation Flows

4.2.1 Specified Exit-Condition Cases (Category I Flows). As
mentioned earlier, this case has not been investigated experimen-
tally because the current setup does not have active pressure con-
trol strategies for fixing different pressures at the L /V separator,
leading to different pressures at the inlet to pump P1 �point P1� in
Figs. 3 and 4�. However, current computational simulations show
that the location of the point of FC shown in the schematic of Fig.
9, is extremely sensitive to exit pressure pe. For the gravity driven
condensate in relatively large diameter tubes, the zone between
the point of FC and the point of test-section exit is typically not
filled with liquid alone �see the liquid marked by the doubly
shaded zone in Fig. 9�. Instead, this zone experiences a more
complex two-phase flow with nearly zero interfacial mass or heat-
transfer rates and nearly zero average vapor velocity or average
vapor mass flow rate.

4.2.2 Unspecified Exit Condition Cases (Category II Flows).
The test matrix �Table 3� for the natural steady FC cases under
category II accommodates a range of vapor mass flow rates and
temperature difference �T values that are shown in Fig. 10. The
shaded region in Fig. 10 contains most of the data points obtained

tegory II „unspecified exit condition… partial
curves represented on the Ṁin−�T plane
ca
for steady FC cases. More details on these cases are given in Table
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along with the accuracies of measured and calculated variables.
or representative FC cases in Table 3, Figs. 11�a�–11�c� show

hree steady states: Natural-1 over t1� t�min�� t1+30 �Table 3,

un 1 with Ṁin	0.69±0.05 g/s and �T=23±1°C�, Natural-2

ver t2� t�min�� t2+30 �Table 3, run 18 with Ṁin

1.30±0.05 g/s and �T=19±1°C�, and Natural-1 Repeated
ver t3� t�min�� t3+30 �run 1 repeated�. The mass flow rates for
hese three and other steady state FC cases are plotted along with
heir �T values in Fig. 10. The steady pressures and temperatures
easured at different locations along the test section are plotted in
igs. 11�b� and Fig. 11�c�, respectively. Time histories of varia-

ions in temperature and pressure of subsystems A, C, and D for
he cases in �Figs. 11�a�–11�c�� are not shown here for brevity but
re available in Figs. 12�d�–12�e� of Narain et al. �31�.

The FC cases reported in Table 3 lie in a zone bounded by
emischematic curves X and Y, as shown in Fig. 10. These bound-
ng curves, at the present moment, are approximate and schematic
n nature, as no more than two points on each of the curves have
een obtained by experiments or computations. All FC cases in
able 3 and Fig. 10 are category II cases, and the point of FC lies

nside the test section �i.e., XFC�L in Fig. 9�. This was verified by
imulations performed for each of the FC cases. The curve Y �with

ig. 8 For the Natural-1 and Specified-2 flow cases in Figs.
„a…–6„c…, this figure shows the computationally obtained rep-
esentative film thickness and wall heat-flux variation along the
est section. The film thickness and heat-flux values shown
ave been obtained for smooth interface conditions. In reality,

hey are modulated by waves due to presence of noise „see
ef. †3‡….
wo computationally obtained points� depicts the right bound on

ournal of Heat Transfer
the test matrix. For cases to the right hand side of this curve, the
natural point of FC will lie out of the test section and any steady
flow that will be realized will belong to the uninvestigated cat-
egory I cases dealing with specified FC. If the L /V separator had
a natural open vapor outlet �which it does not have because the
valve V3 in Fig. 3 is closed�, then curve Y would have represented
the transition to partial condensation. Curve X �with two experi-
mentally obtained points�, on the left hand side in Fig. 10, repre-
sents a system instability that marks a lower left bound on the test
matrix. As the mass flow rate decreases below the value given by
this curve, there is an experimentally observed instability in the
flow, which, in all likelihood, marks the constraining boundary
�due to pressure constraints related to saturation pressure in the
L /V separator� representing the limited range of available exit
pressures to choose from. It can be seen in Fig. 12 that there exists

a steady flow for Ṁin	1.2 g/s and 0.8 g/s, but as it is reduced to

Ṁin�0.6 g/s, the schematic curve X �the suggested boundary be-
tween steady annular to unsteady plug/slug� in Fig. 10 is crossed
from right to left. The inlet mass flow rate never stabilizes for
these cases, but the inlet pressure, as shown in Fig. 12, appears to
be less erratic. These transition points are evident, for the circled
experimental points on curve X, where unsteadiness/spikes of the
type shown in Fig. 12 are observed. These unsteady spikes in the
inlet flow rate are probably due to the bridges of the liquid that
form across the cross section area when XFC becomes significantly
smaller than L in Fig. 9 and the desired value of exit pressure falls
below the lower bound for allowable exit pressures �the allowed
range would typically keep the test-section flow from listening to
the downstream vapor pressure restrictions in the L /V separator�.
These formations may introduce the observed unsteadiness �Fig.
12� in the inlet mass flow rate and inlet pressure.

Although, at present, different boundaries defined in Figs. 7 and
10 are approximate and schematic, some representative full and
partial condensation cases on these boundaries have already been
obtained �either by experiments or by computations�.

Fig. 9 The schematic of FC showing point of FC and its down-
stream region with zero interfacial mass and heat transfer.
The research outlined in this paper mainly focuses on the inte-

OCTOBER 2007, Vol. 129 / 1365
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ior region bounded by these curves �see the shaded regions in
igs. 7 and 10�, and a careful investigation of the bounding curves
nd their proper nondimensionalization are a part of future �ongo-
ng� research that awaits more detailed experimental results and
etter flow visualization.

Even though the exit pressure currently cannot be actively
pecified for the FC cases, the response of the category II FC
ases to disturbances in exit pressure was experimentally ascer-
ained for a number of cases marked in Fig. 10. The exit pressure
isturbance was given in the Natural-2 case �see Fig. 11�a�� by
hanging the pressure at the L /V separator �Fig. 3� momentarily. It
s seen from Fig. 11�a� that although this disturbance died out

uickly for the inlet vapor flow rate Ṁin, the disturbance died out
uch more slowly for the �p, which is an indicator of changes in

he liquid vapor configuration in the test section. In fact, for all FC
ases, the exit pressure disturbance died out in the manner indi-
ated above, showing the generally robust nature of these cases,
xcept for their sensitivity to changes in the exit zone flow vari-
bles, as indicated by the �p response. In fact, even when the
forementioned momentary pressure disturbances in the L /V
eparator �by injecting liquid through a syringe� was followed by
permanent partial closing of valve V� in Fig. 3, the same dy-

amic recovery was observed; however, the recovery time was
onger. Also, as seen in Fig. 11�a� for the Natural-1 Repeated case,
hese flows are stable against disturbances in inlet flow rates as
ell. In this sense, all the category II FC cases in the shaded

egion of Fig. 10 were found to be robust, pointing to the fact that
his experimental procedure is conducive for achieving the steady
ow situations associated with the presence of steady attractors
or gravity driven condensate flows �see Ref. �1��. It should be
oted that the steady flow’s robustness is in part a consequence of

Fig. 10 Two-dimensional test data matrix for category II „un
curves represented on the Ṁin−�T plane
he appropriate flow loop design whereby the displacement pump
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P1 in Fig. 3 continually allows, in the approximate shaded region,
the availability of a suitable exit pressure being sought by the
flow. This is due to the nature of pump P1 being “displacement”

type and due to its ability to track the inlet mass flow rate Ṁin. For
example, the observed robustness of these fully condensing flows
is not at all present in FC cases investigated by others �see, e.g.,
Ref. �9�� for the earlier described category III flow cases.

4.2.3 Comparisons With Relevant Computational Results
(Full Condensation). The simulations for most of the FC cases
reported in this paper confirm the fact that the point of FC lies
within the test section and almost all the cases lie in the region
bounded by the curves X and Y shown in Fig. 10. The simulations
performed only up to XFC �with XFC�L in Fig. 9� also predict that
the length XFC for FC decreases as the mass flow decreases or the
value of �T increases. For example, the length of the FC case

estimated by the computations for run 11 in Table 3 �with Ṁin
	0.97 g/s and �T=27°C� is approximately 0.3 m, while that for

run 13 in Table 3 �with Ṁin	0.8 g/s and �T=36°C� is 0.15 m.
The computationally obtained steady and noise-free film thickness

and local wall heat-flux values for run 12 in Table 3 �with Ṁin
	0.87 g/s and �T=43°C� are shown in Fig. 13 over x�XFC. As
seen from Fig. 13, the computationally found length of FC XFC
was around 0.2 m. Therefore, results are shown only up to 0.2 m
and not up to L=0.8 m. As stated earlier, this is because the cur-
rent simulation methodology cannot simulate the region between
XFC and L shown in Fig. 9. Experimental comparisons for these
computationally predicted local variations in film thickness and
heat-flux values are not currently available but are expected in the
near future.

cified exit-condition… FC case points and different bounding
spe
The inclusion of correlations for local or average heat-transfer
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Fig. 11 „a… Time history depiction of Ṁin and �T values for multiple steady states of FC cat-
egory II cases, viz., Natural-1 „run 1 from Table 3…, Natural-2 „run 18 from Table 3…, and Natural-1
Repeated. „b… Time history of pressures „along and outside the test section… and �p values for
the cases shown in „c… Time history of temperature values along the test section „subsystem B…
for the cases shown in „a….
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oefficients is outside the scope of the present paper and is not
esirable until a comprehensive synthesis of experimental results
nd computational results on local film thickness and heat flux
ecomes available. It should be noted that such data—if obtained
ithout full consideration of the proposed framework of different
ow categories, subcategories, and their boundaries—would not
e very useful.

Results/Comments on Oscillatory System
nstabilities

While seeking the natural exit condition for some unspecified
xit-condition �category II� partial condensation flows, system
nstabilities—involving oscillatory flows—of the type shown in
igs. 14�a� and 14�b� are observed �also see dotted curve A in Fig.
�. The origin of these oscillatory flows appears to be the auxiliary
ondenser, which sees an approximate category III flow for which,
n Fig. 3, the L /V separator is at an approximately fixed high
ressure and the merger point P1� is at an approximately fixed
ower pressure. These pressures correspond, respectively, to pres-
ures ptank-in and ptank-out, which appear in the definition given in
ec. 1 for category III flows. Recall that these fully condensing
ows in the auxiliary condenser, unlike the ones studied for the

est section, are known �as in Ref. �11�� to become oscillatory
nder certain conditions. Since details of auxiliary condenser flow
ata were not obtained �because this component was not the focus
f the reported investigations�, relating this auxiliary condenser
nstability to the type of stability boundaries discussed in Ref.
11,13� is outside the scope of this study.

It is clear from Figs. 14�a� and 14�b� that oscillations in vapor
ass flow rate at the exit of the test section impose oscillations on

he exit pressure and the pressure drop �p across the test section,
hile the inlet vapor mass flow rates remain relatively unaffected.
igure 14�b� shows the oscillations in other pressure values and

he temperature at the rotameter F2 �which is nearer to the auxil-

Fig. 12 Time history „t3Ï t minÏ t3+224… of mass flow rate
condition „category II… FC case that resulted in instability or t
ary condenser�. This, along with the known fact �see Fig. 6 in
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Ref. �1�� that there is a one to one relation between the exit vapor
quality and the exit pressure, indicates an imposition of oscillatory
pressures at the exit of the test section.

It suffices here to note that the flow oscillations in the auxiliary
condenser can induce an oscillatory exit pressure at the exit of the
test-section condenser, and this is the cause, in Figs. 14�a� and
14�b�, of the somewhat reduced level of oscillatory behavior of
other test-section flow variables. As a result of the instability in
the auxiliary condenser, the dotted curve A in Fig. 7 is merely
suggestive of the possible presence of system instabilities. This is
because the actual onset of oscillatory conditions has only a very

indirect and incomplete relation to the test section Ṁin and �T
values used in Fig. 7.

The issues regarding the start-up time for the flow loop are
discussed in Narain et al. �31� and Kurita �33�.

6 Conclusions
This paper experimentally confirms the significance of exit con-

ditions on the nature of quasisteady internal condensing flows and
proposes a novel and necessary exit-condition-based categoriza-
tion of these flows.

In particular, for this gravity driven condensate flow, a way of
achieving steady and stable fully condensing flows under unspeci-
fied exit-condition cases �category II� is presented. These flows
are typically more robust than the fully condensing flows �cat-
egory III� achieved by a different procedure that has been typi-
cally employed and discussed in the existing literature.

The experiments reinforce the simulation results that for partial
condensation, multiple steady states, with quite different local and
average heat-transfer rates, are often achieved under different exit-
condition specifications �category I flows�. Therefore, correlations
for heat-transfer coefficient �though not developed here� are only
meaningful if flow regimes are clearly defined and developed in

d inlet vapor pressure for an attempted unspecified exit-
sients as the boundary curve X in Fig. 10 is crossed
an
ran
the framework of proposed exit-condition-based categories.
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The existing simulation tool’s ability to be quantitatively cor-
ect in identifying natural exit conditions for gravity driven partial
ondensation cases under unspecified exit conditions �category II�
s very good, as this is supported by the reported experiments.
his agreement adds credibility to the experimental results, simu-

ation tool, and the proposed exit-condition-based categorizations.

Fig. 13 For a typical category II FC case, t
representative film thickness and wall heat-
ÏXFC. The film thickness and heat-flux value
conditions. In fact, they are modulated by wa
figure also shows that the length of FC XFC=0
length L „=0.7 m….
The transients in partial condensation experiments establish that

ournal of Heat Transfer
the steady flows are definitely more robust under the specified exit
condition �category I� operation of condensers. This lends cred-
ibility to the simulation result that a steady operation of shear
driven condensers �in zero gravity and horizontal configurations�
is much more difficult to achieve under unspecified exit condi-
tions �category II�. In general, these results suggest that all �partial

figure shows the computationally obtained
variation along the test section over 0Ïx

wn have been obtained for smooth interface
in the presence of noise „see Ref. †3‡…. The

m is sufficiently shorter than the test-section
his
flux
sho
ves
.2
or complete� specified exit-condition flows �category I flows� with
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Fig. 14 „a… Time history depiction of Ṁin, ṀV, ṀL, and �p values for an oscillatory partial unspecified exit-condition case
„category II…. In Fig. 7, this flow’s appearance is indicated by the crossing of the dotted curve A. „b… For the case in „a…, this
figure shows the time history depiction of the rotameter temperature TR and the following pressures: inlet pressure pin,
pressure at location 6 in Fig. 5 „p …, and exit pressure p .
x6 exit
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roperly selected exit pressure values are likely to be more robust
nd more readily realized than an operation under other arrange-
ents �category II or category III under arbitrarily fixed pressures

nd valve settings�.
Various flow regime and system boundaries for annular cat-

gory I and category II flows are observed and reported. Though
eported preliminary identifications of flow regime boundaries
eed to be made more definitive, their identifications are clearly
mportant for attaining or ascertaining steady performances of
ondensers.

The experiments clearly demonstrate the difference between
ow regime boundaries and system-instability boundaries and the

mportance of identifying system-instability boundaries that are
pecific to individual systems. For example, curve-A in Fig. 7 and
urve-X in Fig. 10 represent system instability boundaries that
rise from restrictions imposed on the exit pressure by phenom-
non occurring in components downstream of the test section.
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omenclature
�Cp�L � specific heat of the liquid condensate, J/�kg K�
�Cp�V � specific heat of the vapor, J/�kg k�

D � inner diameter of the test-section, m
FC � abbreviation for full condensation
G � inlet mass flux, 4Ṁin / �	D2�, kg/ �m2/s�

hfg�pin� � heat of vaporization at pressure pin, J/kg

h̄ � average heat-transfer coefficient, Q̇out / �	DL�,
W/ �m2 K�

Ja � condensate liquid Jakob number, �Cp�L.
�T /hfg�pin�

�Ja�V � vapor Jakob number, �Cp�V�Tsup/hfg�pin�
kL � conductivity of condensate liquid, W/�m K�
L � length of the test section, m

Ṁin � vapor flow rate at test-section inlet, g/s

ṀL � liquid flow rate at test-section exit, g/s

ṀV � vapor flow rate at test-section exit, g/s
pb � evaporator �boiler� pressure, kPa

pD2 � pressure at the location near the rotameter, kPa
pT� � pressure at a location downstream of the test

section, kPa
pin � pressure at the test-section inlet, kPa

pexit � pressure at the test-section exit, kPa
Pr1 � condensate liquid Prandtl number, �1.�Cp�L /kL
pxi � test-section pressures at different locations x

=xi �i=1,2 , . . . �, kPa

q�̄ � average convective heat flux, W/m2

Q̇b � net heat rate into the evaporator, W

Q̇out � net heat rate out of the test section, W
Re � inlet vapor Reynolds number, 4Ṁin / �	D��
Tb � evaporator fluid temperature, °C
TR � rotameter fluid temperature, °C

Tsat�p� � saturation temperature at pressure p, °C
Ts-xi � condensing surface temperatures at different

locations x=xi �i=1,2 , . . . �, °C

T̄w � mean condensing surface temperature, °C
Tw�x� � nonuniform steady condensing surface tem-

perature, °C
TV-in � vapor temperature at test-section inlet, °C
TC-in � temperature of the counter-current coolant wa-

ter flow at the approach to the test section, °C

x � distance along the test section, m

ournal of Heat Transfer
xe � ratio of test-section length to test-section inner
diameter �L /D�.

XFC � approximate length needed for full condensa-
tion �estimted by computations�, m

�T � Tsat�p�-T̄w, °C
�Tsup � vapor superheat, TV-in-Tsat�p� °C

�p � pin-pexit, kPa
Ze � ratio of exit vapor mass flow rate to total inlet

mass flow rate
Z�x� � ratio of vapor mass flow rate to total mass

flow rate at any location x along the test
section

�2 � density of vapor, kg/m3

�1 � density of liquid, kg/m3

�2 � viscosity of vapor, kg/�m s�
�1 � viscosity of liquid, kg/�m s�

D � transient decay time for disturbances, s

Subscripts
exit � test-section exit

in � test-section inlet
Na � natural steady case

expt � obtained from experiments
comp � obtained from computations
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Quantitative Salt-Water Modeling
of Fire-Induced Flows for
Convective Heat Transfer Model
Development
This research provides a detailed analysis of convective heat transfer in ceiling jets by
using a quantitative salt-water modeling technique. The methodology of quantitative
salt-water modeling builds on the analogy between salt-water flow and fire induced flow,
which has been successfully used in the qualitative analysis of fires. Planar laser induced
fluorescence and laser doppler velocimetry have been implemented to measure the di-
mensionless density difference and velocity in salt-water plumes. The quantitative salt-
water modeling technique has been validated through comparisons of appropriately
scaled salt-water measurements, fire measurements, and theory. This analogy has been
exploited to develop an engineering heat transfer model for predicting heat transfer in
impinging fire plumes using salt-water measurements along with the adiabatic wall mod-
eling concept. Combining quantitative salt-water modeling and adiabatic wall modeling
concepts introduces new opportunities for studying heat transfer issues in basic and
complex fire induced flow configurations. �DOI: 10.1115/1.2754943�

Keywords: fire induced flow, salt-water model, ceiling jet, heat transfer
Introduction
The impinging plume is an inevitable flow configuration gener-

ted during enclosure fires, such as those occurring in warehouses,
otels, ships, etc. Plumes formed in these fires impinge on ceilings
nd transport hot toxic fire gases along the ceiling and throughout
he enclosure. The interaction of the fire plume with the ceiling
lays a major role in critical physical processes of engineering
elevance including smoke dispersion, important in toxicity and
etection, and heat loading, important in fire-structure interaction
nd flame spread. The intractable fire environment and diagnostic
imitations make it difficult to explore the details of turbulent
ransport near the ceiling.

Alternatively, salt-water modeling experiments have been used
xtensively to provide qualitative insight into fire induced flow
ehavior �1–4�. More recently, quantitative salt-water modeling
xperiments have shown impressive agreement with real fire in-
uced flow measurements in previous studies �5–12�. This tech-
ique has proven to be a useful tool for high fidelity measurement
f fire induced flow dynamics in a well controlled, economic way.
enerally, salt-water modeling is only able to simulate a fire sce-
ario without consideration of the heat transfer effects. In this
tudy, the quantitative salt-water technique is applied to establish
n engineering adiabatic wall heat transfer model, which will be
ble to predict the convective heat transfer rate from the hot ceil-
ng layer to the ceiling surface.

1.1 Impinging Plume. The impinging plume can be sepa-
ated into three regions defined as the plume region �i�, the turning
egion �ii�, and the ceiling jet region �iii�, as illustrated in Fig. 1.
he flow behavior in this configuration is significantly more com-
licated than in the unconfined fire plume. A number of theoretical
nd experimental fire studies have been performed to characterize
he transport dynamics in the impinging plume configuration.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 2, 2006; final manuscript received

ebruary 23, 2007. Review conducted by Bengt Sunden.
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Most notably, Alpert �13� performed an analytical and experimen-
tal study developing the theory and associated scaling laws for fire
induced ceiling jets. His analysis successfully predicted the maxi-
mum temperature distributions in ceiling jets and is widely used in
hazard analysis. Based on his analysis, he provided relationships
for dimensionless ceiling layer thickness, velocity, and tempera-
ture, which compares favorably with measurements. In fact, his
analysis revealed that these flow quantities are relatively insensi-
tive to geometric scale. Alpert �13� suggested that credible small-
scale fire experiments could be conducted at ceiling heights down
to 0.6 m.

Motevalli and Marks �14� conducted small-scale experiments of
kinematic and thermal ceiling jet behavior under a heavily insu-
lated ceiling, which generally compared favorably with other ceil-
ing jet data and analysis for x1 /H�2. The velocity and tempera-
ture measurements were obtained for unconfined ceiling jets under
transient and steady-state conditions. Small fires of 0.5–2.0 kW
were produced with a premixed methane-air burner. These mea-
surements represented one of the most detailed studies of uncon-
fined ceiling jets and were in general agreement with large scale
data. However, no measurements or analysis of the convective
heat transfer rate q” were performed in this investigation because
of the intended adiabatic ceiling boundary condition.

Convective heat transfer from the ceiling jet to the ceiling sur-
face has been studied by Veldman et al. �15�. They conducted
experiments to investigate the axisymmetric heat transfer from
small-scale fires �1.17 kW and 1.53 kW� under the impinging
plume condition. An empirical correlation involving the energy

release rate Q̇ and ceiling height H was found to correlate mea-
surements of the adiabatic wall temperature and its radial varia-
tion in the range of 0�x1 /H�0.7. A similar correlation for esti-
mating the ceiling heat transfer coefficient h was confirmed by the
experimental results. However, their study was limited by the ab-
sence of any velocity measurements in both plume and ceiling jet
configurations. You and Faeth �16� also conducted a study on heat
transfer from an impinging fire plume to a horizontal ceiling.
Their measurements were compared with predictions of both dif-

ferential and integral models where x1 /H�1.7. The integral

OCTOBER 2007, Vol. 129 / 137307 by ASME
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odel provided a reasonable prediction of flow properties and
eiling heat fluxes. Their results indicate that entrainment domi-
ates the flow near the ceiling and that wall friction only has a
econdary effect on the flow behavior.

Cooper �17–19� developed a heat transfer analysis by using an
diabatic ceiling surface temperature Tad as the reference tempera-
ure in Newton’s law of cooling. This reference temperature is
etermined from surface temperature measurements in adiabatic
xperiments taken at the same conditions as the ceiling heat trans-
er conditions of interest. The adiabatic ceiling surface tempera-
ure helps to remove the ambiguity of selecting an appropriate
eference flow temperature to use in heat transfer configurations
here there are temperature variations near the surface. By ana-

yzing previous researchers’ experimental data, Cooper, �17� simi-
ar to Veldman et al., �15� provided correlations for Tad distribu-
ions along the ceiling �15,20�. Correlations of the heat transfer
oefficient in the turning region and the ceiling jet region of the
lume are also provided. Convective heat transfer from the ceiling
et to the ceiling surface has been estimated using correlations of
ad and h in the range of 0�x1 /H�2.2.
These fire studies have provided the necessary understanding to

redict some of the general transport behavior in fires based on
mpirical correlations. The results of these investigations have
dvanced the understanding of fire phenomena and improved the
esign of fire protection systems. However, detailed measure-
ents in well controlled experiments are required to advance
odel development. In particular, characterizations of the velocity
eld in fire plume configurations are notably absent.

1.2 Salt-Water Modeling. The salt-water modeling technique
as been used in the fire community primarily as a qualitative tool
o explore smoke dispersion in complex geometries �1–4�. Kelly
5� successfully employed this technique quantitatively to deter-
ine front arrival times in a multicompartment enclosure. He then

ompared his measurements with fire dynamic simulator �FDS�
imulations. Sangras and Faeth �6� and later Diez et al. �7� used
alt-water modeling for a more fundamental investigation. They
nalyzed the temporal development of round turbulent nonbuoy-
nt starting jets and buoyant starting plumes and thermals theo-
etically and experimentally. The experiments conducted for the

ig. 1 Schematic of plume and ceiling jet flow for an uncon-
ned ceiling: I, plume region; II, turning region; and III, ceiling

et region
reviously mentioned studies involved mixing saline solution with

374 / Vol. 129, OCTOBER 2007
a dye tracer. The tracer allows for visualization of the dispersion
dynamics and front movement within transparent enclosures.
Some limited quantitative information is available through scaled
front arrival times; however, the concentration within the flow
cannot be measured.

More recent studies have combined salt-water modeling with
planar laser induced fluorescence �PLIF� for measurement of con-
centration in the flow. Clement �8� used this method for validating
the hydrodynamic model within the FDS CFD code. Jankiewicz �9�
combined salt-water modeling and PLIF to explore the applicabil-
ity of these techniques to the prediction of detector response
times. He found excellent agreement between dimensionless front
arrival times in the salt-water model and the full-scale fire experi-
ments. More impressive quantitative agreement between PLIF
salt-water measurements and fire plume measurements has been
demonstrated by Marshall and co-workers �10–12� in the uncon-
fined plume and impinging plume configurations.

1.3 Objective. The purpose of this research is to establish a
methodology for engineering heat transfer model development in
fires using the quantitative salt-water modeling technique. This
heat transfer model is developed using salt-water measurements
and scaling laws, combined with Newton’s law of cooling and the
adiabatic wall temperature concept. This model is used to predict
the convective heat flux distribution along the ceiling simply from
the fire size and ceiling height. Furthermore, the performance of
this salt-water based model is evaluated through comparison with
actual fire data and earlier models.

2 Experimental Methodology
The quantitative salt-water modeling technique used to charac-

terize turbulent transport and the associated heat transfer near the
ceiling of an impinging fire plume requires buoyant scale analysis,
advanced laser diagnostics, and buoyancy driven flow experi-
ments. The fundamental scaling theory and the fire/salt-water
modeling analogy used in this study are introduced in this section
along with some experimental details. Furthermore, the basis of
the engineering heat transfer model developed in this study and its
connection to the salt-water measurements is presented.

2.1 Fire/Salt-Water Analogy. In salt-water modeling, plumes
are created by careful introduction of salt water into fresh water.
The salt-water dispersion closely simulates the dispersion of hot
exhaust gases �smoke� in a fire plume. For the purpose of analysis,
the salt concentration downstream of the source and the exhaust
gas temperature downstream of the flame zone in a fire can be
thought to behave like passive scalars and are transported by simi-
lar turbulent convective and diffusive processes. Proper scaling of
the fire and salt-water flows allows for direct comparison of fire
measurements and salt-water measurements. The dimensionless
mass and momentum transport equations are analogous in the fire
and salt-water configurations. Furthermore, the dimensionless en-
ergy equation in the fire is analogous to the dimensionless salt
mass species equation in the salt-water model. For example, in the
fire, the dimensionless energy conservation equation can be ex-
pressed as

��T
*

�t* + ui
*��T

*

�xi
* =

1

�Grsource
fire �1/3 Pr

�2�T
*

�xi
*�xi

* + q̇* �1�

In the salt-water model, the dimensionless salt mass species equa-
tion is given by

��salt
*

�t* + ui
*��salt

*

�xi
* =

1

�Grsource
sw �1/3 Sc

�2�salt
*

�xi
*�xi

* + ẇsalt
* �2�

Unfortunately, it is impractical to match the Gr between the fire
and salt-water flows at reasonable scales for salt-water experi-
ments. The difference in molecular properties between fire gases
and water also results in significantly different Pr and Sc. The

salt-water model thus behaves like a somewhat distorted model.
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or turbulent flows with associated large Gr, the diffusive terms
re small “not close” to the wall and the differences in Gr, Pr, and
c can be neglected. However, very close to the wall, the velocity
radients become significant and the diffusive terms in the mo-
entum equation may not be negligible. At the same time, previ-

us studies have suggested that frictional or diffusive effects near
he ceiling are secondary to entrainment effects potentially mak-
ng these scaling discrepancies negligible �13�. Subsequent com-
arisons provided in this study between salt-water and fire mea-
urements will provide insight into the impact of these scaling
iscrepancies on the fidelity of the analogy. It should also be noted
hat the impermeable boundary condition results in zero mass
raction gradients at the wall in the salt-water configuration and is
nalogous to the adiabatic boundary condition in the fire configu-
ation.

2.2 Experimental Facility. As presented in Fig. 2, a large
apacity tank �1.7�0.9�1.2 m3� was filled with fresh water to
rovide an ambient environment for the salt-water plume experi-
ents. The saline solution coming from the flow meter was in-

ected into the fresh water through a stainless steel tube with
.6 mm inside diameter. This source was supplied by a gravity
eed system to avoid pump-induced fluctuations in the salt-water
lume. An acrylic plate �610�610�12.7 mm3� was used as the
eiling in this study. In the PLIF experiments, the plate is painted
lack to reduce the laser light reflections. On the other hand, a
ransparent acrylic ceiling is used in velocity measurements to
mprove the laser Doppler velocimetry �LDV� signal to noise ratio
y minimizing scattered light from the solid boundary. Valid mea-
urements could be obtained within about 0.8 mm
�0.004H� of the ceiling in the PLIF measurements and within
bout 0.4 mm ��0.002H� in the LDV measurements.

A 500 mW argon-ion laser was used as the light source in the
LIF measurements. The focusing optics consists of a spatial filter
nd a cylindrical lens producing a light sheet about 0.5 mm thick.
his light sheet was positioned to bisect the plume exciting the
uorescent dye tracer �Rhodamine 6G� in the salt water and mak-

ng the flow visible. Instantaneous and mean images of the im-
inging plume are shown in Fig. 3. These images provide a large
mount of quantitative concentration data in the flow. Profiles in
pecific regions of interest �e.g., along the centerline or ceiling�
re easily extracted from these images, as shown in Fig. 4�a�. A
anon EOS D30 digital camera is used in the PLIF impinging
lume experiments with a Canon 50 mm �f /1.4� lens. It should be
oted that a color image is captured by the Canon camera. This
olor image is converted to a black/white image using a common
elationship between red, green, and blue �RGB� luminance and
ray level, GL �i.e., GL=0.3red+0.59green+0.11blue�. Calibra-

ig. 2 Quantitative salt-water modeling facility with PLIF/LDV
iagnostics; impinging plume configuration shown
ion experiments verified that this conversion method provided the

ournal of Heat Transfer
expected linear correlation between GL intensity and dye concen-
tration. The probe volume in the LDV measurements is generated
with a SUREPOINT diode laser probe �model 6810, TSI, Inc.�
operated in backscatter mode. The laser has a maximum total
power of 30 mW and delivers light at 780 nm. The major axis of
the beam crossing is 222 �m and the minor axis of the beam
crossing is 108 �m when a 350 mm focal length lens is used �the
beam crossing angle is 3.97 deg�. Additional experimental details
can be found in Refs. �12,21�.

2.3 Preliminary Validation. Before the salt-water modeling
technique was applied to more challenging configurations, it was
validated in a canonical unconfined plume geometry. The detailed
initial conditions of each experimental case are listed in Table 1.
Various buoyancy sources are applied in the PLIF and LDV ex-
periments to validate the scaling theory. Theoretical solutions of
the plume characteristics in this configuration and extensive ex-
perimental data in actual fires are available for validation of the
salt-water modeling measurements and the associated scaling
theory �6–10�.

It is well known that the centerline mean dimensionless density

difference �̄c of the fire plume obeys the �−5/3� power law decay
and the centerline mean velocity �ū3�c obeys the �−1/3� power
law decay based on the point source theory. Figure 4�a� shows
excellent agreement between centerline dimensionless density dif-
ferences taken from the salt-water PLIF measurements, real fire
data, and point source plume theory. McCaffrey’s plume measure-
ments provided in Fig. 4�a� also show the relative strength of the
salt-water plume compared to fire plumes �22�. The dimensionless
density difference, �sw=�swYsalt, for salt water is much smaller
than �T=�T�T for fire, indicating that the salt-water plumes are
relatively weak compared to fire plumes. Figure 4�b� shows ex-
cellent agreement between the velocity data taken from the LDV
measurements and the point source plume theory. Similar to the
PLIF salt-water measurements, McCaffrey’s plume velocity mea-

Fig. 3 „a… Instantaneous and „b… mean PLIF images of dimen-
sionless density difference �sw
surements are also plotted here to emphasize the relative strength

OCTOBER 2007, Vol. 129 / 1375



F
t
M
2

1376 / Vol. 129, OCTOBER 2007
of salt-water plumes compared to fire plumes �22�. The dimen-
sionless velocity in the salt-water plume is much smaller than that
in the real fire plumes, which also demonstrates that the salt water
simulates a weak plume. Intensities of fluctuation of the dimen-
sionless density difference and streamwise velocity were also
measured with these diagnostics. Although no comparisons were
made with turbulence measurements from fires, the salt-water tur-
bulence measurements attained a fully developed turbulent state
having values consistent with plume measurements made in weak
thermal plumes �11,21,23,24�. This comparison is appropriate be-
cause the model is based on and limited to relatively small fires
generating weak plumes at the ceiling.

2.4 Engineering Heat Transfer Methodology. Newton’s law
of cooling provides the heat transfer rate to the ceiling in terms of
a convective heat transfer coefficient and the temperature differ-
ence between the surface and some characteristic temperature of
the fluid, usually the freestream temperature. However, in many
complex flow configurations, the fluid temperature is not well
defined. A reference temperature is used to calculate the heat
transfer. The convective heat transfer is given by

q� = h�T = h�Tref − Tw� �3�

where Tw is the local wall temperature and Tref is the reference
temperature. In the limiting case where the wall is perfectly insu-
lated �q�=0�, it is easy to see that the adiabatic surface tempera-
ture Tad provides a reasonable reference temperature. Thus, Eq.
�3� is revised as

q� = h�Tad − Tw� �4�

Goldstein et al. �25� have adopted the impingement cooling/
heating effectiveness to express the adiabatic wall temperature in
dimensionless form. In this study, the same concept has been used
with some modification. The effectiveness is defined by

� =
Tad − T0

TP − T0
�5�

where TP is the temperature of the plume at the impinging point
and T0 is the ambient temperature. After substitution of Eq. �5�
into Eq. �4�, the convective heat transfer rate can be expressed as

q̇� = h��TP − Tw� − �1 − ���TP − T0�� �6�
The salt-water measurements will be used to establish scaling

laws for the two important quantities in Eq. �6�, the convective
heat transfer coefficient h and the effectiveness �, in terms of the
radial ceiling location, x1

*, and global parameters �e.g., H, Pr, and
ReH�. A flowchart of the adiabatic wall heat transfer model is
provided in Fig. 5. First, PLIF salt-water experiments are con-
ducted to measure the salt mass fraction distributions in the im-
pinging salt-water plume. As mentioned previously, the imperme-
able ceiling surface in the salt-water model is analogous to an
adiabatic wall boundary condition in the actual fire induced flow.
Thus, the measured salt-water mass fraction at the ceiling corre-
sponds to the analogous adiabatic surface temperature Tad. A
source independent expression for the “adiabatic” effectiveness is
given by

� =
�ad

* �x1
*�

�P
* �7�

where

�ad
* �x1

*� = �*�x1
*,x3

* = 1� = �sw�Ysalt�x1
*���m*�−2/3

= �T�Tad�x1
*� − T0��Q*�−2/3

and

�P
* = �ad

* �x1
* = 0�

Previous experiments have shown that �P
* =11.7 at the stagnation
point �11,21�. The scaling law for this effectiveness is determined
ig. 4 Dimensionless characteristic density along plume cen-
erline: „a… mean profile, �̄c. „b… Mean profile, „ū3…c / „gD*

…

1/2; „�…

cCaffrey’s plume †22‡ salt-water model. „�… case 1; „�… case
; „�… case 3: „—… theory †23‡.
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rom the analysis of the salt-water PLIF measurements. On the
ther hand, h used in this study comes from Reynolds analogy
here the Stanton number describing wall heat flux is given as

St =
h

	cpU
=

Cf

2
Pr−2/3 �8�

here 	 is the density, cp is the specific heat, and U is a charac-
eristic velocity. This quantity is related to viscous wall interac-
ions determined by the friction factor Cf =
w�	U2 /2�−1. LDV
alt-water measurements provide the ability to characterize the
elocity near the ceiling and the corresponding wall shear stress
w required to determine Cf and ultimately h through Reynolds
nalogy. The heat transfer coefficient h can also be expressed as
unctions of x1

*, H, ReH, and Pr. Substitution of scaling laws for �
nd h into Eq. �6� results in an expression for the convective heat
ransfer rate q� where

Table 1 Initial experimental condition

Case 1 Case 2

Experimental configur
Flow configuration Unconfined

plume
Unconfin

plume
Ceiling height
Hc �mm�

N/A N/A

Injector diameter
D �mm�

5.6 5.6

Measurements PLIF/LDV PLIF

Initial flow conditio
Volume flow rate

V̇ �ml/min�
110 165

Salt mass fraction
Ysalt

0.13 0.13

Injection velocity
Uinj �mm/s�

74 112
Fig. 5 Adiabatic wall h

ournal of Heat Transfer
q� = H�x1
*,H,ReH,Pr,Tw� �9�

3 Results
A detailed discussion of the adiabatic wall heat transfer model

for impinging fire plumes is provided in the following sections.
Comparisons between this model and fire experiments are also
presented to evaluate the fidelity of the model.

3.1 Effectiveness. The effectiveness distribution from salt-
water measurements along the radial coordinate is provided in
Fig. 6 along with measurements from actual fire data. The experi-
mental data are reduced to a best-fit function similar in form to the
equation used by Veldman et al. �15�

n salt water modeling measurements

Case 3 Case 4 Case 5

ns and measurements
Unconfined

plume
Impinging

plume
Impinging

plume
N/A 206 235

5.6 5.6 5.6

LDV PLIF/LDV LDV

f salt-water plume
110 110 110

0.10 0.13 0.10

74 74 74
s i

atio
ed

ns o
eat transfer model
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� =
− 6.67�x1

*�4 + 10.69�x1
*�2 + 1.01

�x1
*�4 + 27.93�x1

*�2 + 1
�10�

here the coefficients are determined from the regression analysis
f the salt-water measurements. Figure 6 clearly shows that the
xpression in Eq. �10� predicts the effectiveness very well. It
hould be noted that the salt-water measurements are only avail-
ble from 0�x1 /H�0.5. Beyond this point, the salt-water flow
egins to laminarize, making comparisons with fire experiments
nappropriate. However, this correlation predicts the fire data well
eyond this point. It should be noted that Eq. �10� is applicable in
oth the impinging region �x1 /H�0.2� and the ceiling jet region.
he expression included in Eq. �10� is completely general for the

mpinging plume configuration and does not depend on fire size or
eiling height.

3.2 Convective Heat Transfer Coefficient. Reynolds anal-
gy is used to establish a general expression for h from salt-water
odel results. Based on the definition of Stanton number, Eq. �8�

an be rearranged to yield h in terms of Rex and Pr as

Nu =
h

k/x1
=

Cf

2
Rex Pr1/3 �11�

3.2.1 Friction Wall Interaction, Cf. The friction factor Cf is
he key quantity for establishing the scaling law for the heat trans-
er coefficient. Outside the turning region, a wall jet is formed
long the ceiling. This wall jet behavior provides a theoretical
asis for calculation of the friction factor �26� directly from ve-
ocity measurements along the ceiling. It is reasonable to assume
imilarity for the mean velocity ū1 in the ceiling jet �12�. A sche-
atic of the velocity similarity profile in the ceiling jet is shown

n Fig. 7, where ū1 is the temporal mean velocity, u1� and u3� are the
orresponding fluctuating components of u1 and u3, �1 is the wall
ormal location of maximum velocity, and �2 is the wall normal
ocation of zero shear stress. The similarity transform variable is
efined as �=x3 /�1, where x3 is the wall normal distance from the
eiling and the similarity function f��� is given by ū1 / �ū1�max.

ig. 6 Distribution of effectiveness � along ceiling: „�… Salt
ater measurements for case 1; „�… Veldman †15‡; „—… curve of
q. „10….
ntegration across the ceiling jet must be performed in order to

378 / Vol. 129, OCTOBER 2007
obtain the wall shear stress required for determining Cf. Kruka
and Eskinazi �26� evaluated the friction coefficient Cf based on
the velocity similarity function in the wall boundary layer and
determined that

Cf = 2c2�� + �� − ���1 − �� �12�

where � and � are integrals of the similarity function,

� = f��2��
0

�2

f���d� �13�

� =�
0

�2

f2���d� �14�

and �2=�2 /�1 is the zero shear stress position where u1�u3�=0. A
simple exponential function

f��� = ū1/�ū1�max = 1.03�1/n �15�
has been proposed by Patel �27� and Schwarz and Cosart �28� and
is also used in this study. The constant c2 is the ceiling jet growth
coefficient for �1 so that

�1

H
= c2x1

* �16�

and  is the power law exponent for the velocity decay along the
ceiling

�ū1�max = c1U�x1
*�− �17�

These profiles for f , �1, and �ū1�max are determined from the salt-
water experimental data and provided in Fig. 8. Substitution of
f���=1.03�1/5.707, c2=0.038, and =0.878 into Eq. �12� results in

Cf = 0.053�2
1.354 �18�

Tailland and Mathieu �29� quantitatively predicted the length scale
of �2=�2 /�1=0.55 in the turbulent boundary layer of a wall jet.
Since the salt-water plume is fully turbulent in the ceiling jet
layer, Tialland and Mathieu’s prediction of �2 is applied in this
study. Replacing �2=0.55 in Eq. �18� yields a friction factor Cf
=0.024. Previous impinging jet studies have assumed that Cf
changes very little in the ceiling layer and can be assumed to be
constant �13,30�. The similarity analysis used in this salt-water
study yields a similar result. Previous friction factor data of Alpert
�13�, Veldman et al. �15�, and You and Faeth �16� are bounded by
the prediction for Cf =0.02 and Cf =0.04. The friction factor mea-
sured from the salt-water modeling experiments falls within this
bound.

3.2.2 Convective Heat Transfer Coefficient, h. As shown in

Fig. 7 Velocity similarity profile in the ceiling jet layer
Eq. �11�, the local heat transfer coefficient is a function of local

Transactions of the ASME
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Fig. 8 Scaling laws of distribution of source independent velocity and maximum velocity position. „a… „ū1
*
…max; „�… salt-water

model; „—… curve of Eq. „17… with c1=0.727, �=0.878. „b… �1 /H; „�… salt-water model; „—… curve of Eq. „16… with c2=0.038. „c…

Similarity function of f„�… in boundary layer; „�… salt-water model; „—… curve of Eq. „15… with n=5.707.
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eynolds number Rex. Applying Eq. �17� to the definition of Rex,
he local Reynolds number can be expressed in terms of the char-
cteristic Reynolds number based on the ceiling height, ReH
UH /�, so that

Rex = c1
Ux1

�
�x1

*�− = c1 ReH�x1
*�1− �19�

his expression is easily coupled with the source based scaling by
ecognizing that ReH=GrH

1/3 or ReH= �g1/2H3/2 /���Q*�1/3. Substi-
ution of Eq. �19� into Eq. �11� and using Pr=0.711 results in an
xpression for h in terms of ReH, x1

*, and H,

Nu =
h

k/H
= F�x1

*,ReH� = 0.00779 ReH�x1
*�−0.878 �20�

quation �20� has been developed from the salt-water modeling
ata in the range of 0.3�x1

*�0.5; however, Eq. �20� should be
alid as long as the ceiling jet remains turbulent �which occurs
uch later in higher ReH fires�.
In the current study, the convective heat transfer coefficient in

he plume turning region is taken from impinging jet analysis. For
turbulent impinging jet, the stagnation point heat flux is given by
u�ReD

0.8 Pr �31,32�. Recognizing that the cross-stream charac-
eristic dimension for the plume is given by the plume radius b

H �instead of D�, a similar scaling law is used for the impinging
lume with ReH replacing ReD. Following impinging jet analysis,
he Nu along the ceiling can be expressed in terms of the stagna-
ion point value and a radial distribution function:

Nu =
h

k/H
= 0.711 ReH

0.8 f1�x1
*,ReH� �21�

fourth order polynomial correlation is applied to predict the heat
ransfer coefficient in the turning region �0�x1

*�0.2�, where
f1�x1

* ,ReH� is expressed as

f1�x1
*,ReH� = 0.427 + �2.77 ReH

0.2 − 21.35��x1
*�2 − �40.89 ReH

0.2

− 266.88��x1
*�4 �22�

his expression was derived from the regression analysis of ex-
erimental data of Veldman et al. �15�. The polynomial function
rovides a zero gradient for h at the stagnation point �local maxi-
um� and matches the value and derivative of h at the turning

egion and ceiling jet interface �i.e., x1 /H=0.2� given by Eq. �20�.
The scaling law for the heat transfer coefficient h along the

eiling is then expressed as

h

k/H
= �0.711 ReH

0.8 f1�x1
*,ReH� 0 � x1

* � 0.2

0.00779 ReH f2�x1
*� 0.2 � x1

* � 5
� �23�

here

f2�x1
*� = �x1

*�−0.878 and ReH = �g1/2H3/2/���Q*�1/3

t should be noted that since ReH is the characteristic Reynolds
umber based on the characteristic velocity U= �gH�1/2�Q*�1/3, the
eat transfer coefficient is also a function of the dimensionless
ource strength Q*. Comparisons of the dimensionless heat trans-
er coefficient, St=Nu/Re Pr, between Eq. �23� and the mean
easurements of Veldman et al. �15� are provided in Fig. 9. Also

hown in this figure are two theoretical curves obtained by Alpert
13�. It is worth mentioning that Alpert based h on a mean flow
elocity of an assumed Gaussian velocity profile. The mean
aussian velocity is 1 /	2 times the maximum velocity used in

his study; therefore, Alpert’s values of h �13� are divided by a
actor of 	2 for the purpose of comparison.

As shown in Fig. 9, the prediction of h from the salt-water
odeling with Cf =0.024 agrees well with the mean measure-
ents of Veldman et al. �15� in both tests and lies within the area

ounded by Alpert’s theoretical curves for Cf =0.02 and Cf

0.04 �13�. In the turning region, the correlation from Eq. �23�

380 / Vol. 129, OCTOBER 2007
splits into two lines according to the fire configuration �Q* and H
or ReH�. This separation is caused by the different scaling laws for
the impingement and ceiling jet regions. Equation �23� stated that
h�ReH in the ceiling layer causing the St predictions to collapse,
while h�ReH

0.8 in the turning region resulting in slightly different
St predictions for the two cases. The differences between the cur-
rent model and experimental measurements are most apparent at
the end of the turning region and beginning of the ceiling jet
region, as shown in Fig. 9. The heat transfer coefficient is quite
sensitive to small changes in Cf in this region, and additional
salt-water data in this region may improve the estimate.

3.3 Adiabatic Wall Heat Transfer Model. Substitution of
Eqs. �10� and �23� into Eq. �6� results in an adiabatic wall heat
transfer model

q̇� = h��TP − Tw� − �1 − ���TP − T0�� �24�
where

� =
− 6.67�x1

*�4 + 10.69�x1
*�2 + 1.01

�x1
*�4 + 27.93�x1

*�2 + 1
� x1

* � 5

h

k/H
= �0.711 ReH

0.8 f1�x1
*,ReH� 0 � x1

* � 0.2

0.00779 ReH f2�x1
*� 0.2 � x1

* � 5
�

f1�x1
*,ReH� = 0.427 + �2.77 ReH

0.2 − 21.35��x1
*�2 − �40.89 ReH

0.2

− 266.88��x1
*�4

f2�x1
*� = �x1

*�−0.878 ReH = �g1/2H3/2/���Q*�1/3 x1
* = x1/H

Guidance is now provided concerning the application of this
model. The salt-water model produces weak plumes with small
density differences. The salt-water measurements that establish
the basis for this model thus limit its applicability to weak fire
plumes. This plumelike behavior is assumed at the ceiling, and
therefore the fire must be small with respect to the ceiling height.

Fig. 9 Heat transfer coefficient along ceiling: „—… Eq. „23…
curve for test 1 of Veldman et al. †15‡. „—… Eq. „23… curve for test
2 of Veldman et al. Cf=0.024; „---…, Alpert’s correlation †13‡; „�…

experiments of Veldman et al. †15‡ for test 1, H=0.813 m, Q
=1.17 kW. „�… experiments of Veldmann et al. †15‡ for test 2,
H=0.584 m, Q=1.17 kW †8‡.
The authors recommend that the model defined in the current
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tudy be used for fires having Hf /H�0.15.
Scale should also be considered when determining the radial

xtent for model predictions. The model has been validated out to

1
*=0.7 using relatively small laboratory fire configurations
15,16�. These small laboratory fires are only weakly turbulent
nd laminarization may occur at relatively early radial locations,
hus limiting the radial extent of relevant data. The radial location
here laminarization occurs will depend on ReH. However, a cri-

erion for determining this location is not yet available. In the
bsence of laminarization, this model should be valid up to x1

*

5. Beyond this point, the Richardson number is larger than unity
nd downstream effects, impossible to include in this model, can
lter the ceiling layer behavior �13�.

The energy release rate Q̇ used in this model is the convective

nergy release rate Q̇c. In actual fires, the energy released from the

ource is convected upward Q̇c and radiated outward Q̇r. Under
ertain conditions, the radiation heat loss from the flame can be
eglected �i.e., if the flame height Hf is relatively small�. For
nstance, in the experiments of Veldman et al. �15�, a burner pro-

iding a compact flame was used and Q̇c= Q̇. In most fires, flame
adiation is significant and the convective energy flux is only a
raction of the total energy release. For example, it was estimated

hat Q̇c
0.8Q̇ in You and Faeth’s experiments �16�. Finally, it
hould also be noted that the stagnation point � is defined based
n the ceiling height from the virtual point source H. Neglecting
he virtual origin will either overpredict �P if �x3�0�0 or under-
redict �P if �x3�0�0.

Comparisons between the current adiabatic wall heat transfer
odel and You and Faeth’s �16� weak fire plume experiments are

rovided in Fig. 10. The experimental configurations in You and

aeth’s experiments �16� are Q̇=0.385 kW, Hf /Hc=0.15 and Q̇
0.24 kW, Hf /Hc=0.008, respectively. The distance between the
urner and ceiling is 400 mm. The ceiling temperature is nearly
onstant and equal to the ambient temperature during experi-
ents. The virtual origins of these experiments are �x3�0=

17 mm for case Q̇=0.385 kW and �x3�0=−24 mm for case Q̇
0.24 kW based on Hasemi and Tokunaga’s correlations �33�.
he thermal radiation is not quantitatively measured but estimated

o range from 0% to 20% of the total heat release rate. Convective
eat sources are used in the model according to these estimates

i.e., Q̇c= Q̇ and Q̇c=0.8Q̇�. As shown in Fig. 10, the estimate for
adiation losses significantly affects the model predictions. Figure
0 clearly shows that the convective heat transfer rate is overes-
imated by neglecting the thermal radiation heat loss. The agree-

ent between the current heat transfer model and measurements

s improved when using the upper estimate of Q̇c=0.8Q̇, espe-
ially in the turning region. Based on our model comparisons, the
ifferences in the turning region indicate that the thermal radiation
eat loss may be even larger than the estimated 20% of the total
eat release rate. In fact, Hamins et al. �34� estimate that the
adiation heat losses are closer to 30% even for relatively small
aboratory scale pool fires.

The adiabatic wall heat transfer model can also be applied to
redict the transient heat transfer to the ceiling. Veldman et al.
35� conducted transient experiments in the impinging plume con-
guration where fixed source strength resulted in ceiling tempera-

ure rise. Comparison of the model predictions and the experi-
ents of Veldman et al. �15� are provided in Fig. 10�b�. The fire

trength of test 1 of Veldman et al. �15� is Q̇=1.17 kW and the
istance between the burner and ceiling is 813 mm. In the mea-
urements of Veldman et al. �15�, the flame height of the burner is
ery small �i.e., Hf �6 mm� and the thermal radiation is negli-
ible. The virtual origin of this experimental condition is �x3�0=
110 mm, which was extracted from their plume centerline tem-

erature measurements using Heskestad’s method �35�. Relatively

ournal of Heat Transfer
good agreement has been achieved between the model and experi-
ments at all locations and times, except at the stagnation point
where the model underestimates the heat transfer rate. These dis-
crepancies are caused by the stagnation point �P used for deter-
mining the heat flux in the transient experiments. In the current
model, salt-water measurements provide �P

* =11.7 when the vir-
tual origin is considered, which is consistently smaller than the

Fig. 10 „a… Heat transfer rate along ceiling radial position be-
tween the model and You and Faeth’s experiments †16‡; „�… Q
=0.385 kW, Hf /Hc=0.15; „�… Q=0.24 kW, Hf /Hc=0.08 †9‡. „– –…
author’s model with Qc=Q. „—… author’s model with Qc=0.8Q.
„b… Heat transfer rate along ceiling radial position between the
model and experiments of Veldman et al. †15‡ for test 1, Q
=1.17 kW, Hc=0.813 m; „�… t=1 min, „�… t=2 min; „�… t=3 min;
„�… t=5 min †8‡. „—… authors’ model predictions sorted with
color.
measurements of Veldman et al. �15�. More salt-water data and

OCTOBER 2007, Vol. 129 / 1381
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re data will improve estimation of �P. However, good agreement
n the ceiling jet region indicates that the influence of �P is less
mportant because of the relatively small effectiveness � in this
egion.

In Fig. 11, various heat transfer models are compared with You

nd Faeth’s �16� steady-state experimental data obtained with Q̇

0.24 kW and Hf /Hc=0.008. The convective heat source Q̇c is

stimated by Q̇c=0.8Q̇. Cooper’s model �17� overpredicts the heat
ransfer rate in the turning region due to an overprediction of h
esulting from the use of a correlation based on laminar impinging
et experimental data. In contrast, the impingement region h in the
urrent study’s model is based on the turbulent impinging jet scal-
ng and actual fire data �15�. You and Faeth’s correlation �16�
rovides the correct magnitude of the heat transfer rate at the
tagnation point. However, a constant heat transfer rate in the
urning region is not in agreement with experimental data. An-
ther limitation of You and Faeth’s model �16� is that the ceiling
emperature is not included in the correlation. Thus, it can only be
sed to predict the heat transfer rate at the initial fire stage when
he ceiling temperature is uniform and equal to the ambient tem-
erature. The current heat transfer model based on the adiabatic
all concept provides the best agreement with the experimental
ata. It captures both the peak magnitude and the decay of the
eat transfer rate at the ceiling.

The adiabatic wall heat transfer model in Eq. �24� provides a
traightforward way to determine the heat transfer rate from the
eiling jet to the ceiling if the ceiling surface temperature is
nown. Otherwise, the ceiling surface temperature can be pre-
icted from the heat transfer rate to the ceiling. The equations
rovided in Eq. �24� are well suited for engineering analysis. It
hould be noted that the current heat transfer model based on the
oint the source analysis and measurements is only valid for rela-
ively small fires where Hf /H�1. The discrepancies between the

odel predictions and experiments become apparent when com-

ig. 11 Comparison of different heat transfer model with You
nd Faeth’s †16‡ experiment. „�… You and Faeth’s †16‡ experi-
ent †16‡ of Q=0.24 kW, Hf /Hc=0.08 †9‡; „– –… You and Faeth’s

orrelation †16‡; „—-—… Cooper’s model †17‡ with Qc=0.8Q †12‡;
—… author’s model with Qc=0.8Q.
ared with the relatively large fire experiments conducted by

382 / Vol. 129, OCTOBER 2007
Veldman et al. �15� and You and Faeth �16�. You and Faeth �16�
recommended a Rayleigh number based scaling for these fires.

4 Summary and Conclusions
An engineering level model was established from detailed salt-

water modeling measurements and analysis to predict the heat
transfer from an impinging plume to a ceiling. This model is
based on Newton’s law of cooling; however, the model uses an
adiabatic ceiling reference temperature basis instead of the ambi-
ent temperature. A general expression for this reference tempera-
ture is determined from scaling arguments and scalar concentra-
tion measurements obtained from analogous impermeable ceiling
salt-water experiments. The convective heat transfer coefficient is
also determined from scaling arguments in the impinging plume
region and a method in the ceiling jet region that combines wall
jet similarity analysis with near-wall velocity measurements to
determine the friction factor and the corresponding Nusselt num-
ber �through the Reynolds analogy�. This approach provides an
engineering model for convective heat transfer to ceilings in terms
of the global characteristics �i.e., ReH, H, x1 /H, and Tw� providing
an easy way to predict the heat transfer rate in both constant
ceiling temperature and transient ceiling temperature conditions.

Good agreement between the current model, fire experimental
data, and previous analytical models in the impinging plume con-
figuration validated the salt-water based modeling methodology.
This model should be used for relatively small fire sources
�Hf /H�1� where the weak plume salt-water measurements and
scaling arguments that form the basis of the model are valid. The
authors recommend this model be applied for fires having Hf /H
�0.15. Based on the good agreement between the salt-water
based ceiling heat transfer models under these conditions, this
methodology can now be used to analyze and evaluate the fire and
smoke transport dynamics in more complicated geometries.
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Nomenclature
Ysalt � salt mass fraction

T � temperature
H � “ceiling” height above source

Hf � flame height
V � salt-water injection flow rate

Q̇ � energy release rate
xi � position vector

�x3�0 � virtual origin
xi

* � dimensionless position, xi /H
t* � dimensionless time, t�g /H�1/2��*�1/3

ui � velocity
ui

* � dimensionless velocity, ui /U
U � characteristic velocity, �gH�1/2��*�1/3

q̇� � volumetric energy release rate
q̇* � dimensionless volumetric energy release rate,

q̇�H3 / Q̇
ẇ� � volumetric salt mass release rate
ẇ* � dimensionless volumetric salt mass release

rate, ẇ�H3 / ṁS
q” � convective heat flux to ceiling
h � convective heat transfer coefficient

Pr � Prandtl number
Sc � Schmidt number

Re � Reynolds number

Transactions of the ASME



G

S

R

J

Gr � Grashof number, g�Q̇H2 /	0cp�3 for fire,
g�ṁsaltH

2 /	0�3 for salt water
Nu � Nusselt number
St � Stanton Number
Cf � friction factor
Ri � Richardson number

reek Symbols
� � volumetric expansion coefficient, 1 /T0 for fire,

0.76 for salt water
	 � density
� � density difference, ��T−T0� for fire, �Ysalt for

salt water
�* � dimensionless density difference, ���*�−2/3

�* � dimensionless source strength;

Q*=�Q̇ / �	0cpg1/2H5/2� for fire,
m*=�ṁsalt / �	0g1/2H5/2� for salt water

� � ceiling heating effectiveness, �Tad−T0� / �TP

−T0�
�1 � wall/ceiling normal location of maximum

velocity
�2 � wall/ceiling normal location of zero shear

stress
� � similarity variable, x3 /�1

�2 � dimensionless zero shear stress position, �2 /�1

ubscripts and Superscripts
sw � salt water

T � thermal
w � wall/ceiling

ad � adiabatic
ref � reference

0 � ambient condition
P � stagnation point at ceiling
c � centerline
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Heat Transfer Study in a Linear
Turbine Cascade Using a Thermal
Boundary Layer Measurement
Technique
An experimental system is designed, constructed, and operated to make local measure-
ments of heat transfer from constant-temperature surfaces in a linear turbine cascade.
The system includes a number of embedded heaters and a control system to maintain the
turbine blades and end walls in the cascade at a uniform temperature. A five-axis mea-
surement system is used to determine temperature profiles normal to the pressure and
suction sides of the blades and to the end wall. Extrapolating these measurements close
to the surface, the local heat transfer is calculated using Fourier’s law. The system has
been tested in the laboratory, and results are shown for the temperature distributions
above the surfaces and for the local variations in the Nusselt number on the different
surfaces in the cascade. The system can also be used to study the heat and mass transfer
analogy as considerable data are available for mass transfer results with similar
geometries. �DOI: 10.1115/1.2754972�

Keywords: heat/mass transfer analogy, thermal boundary layer, constant wall
temperature, turbine end wall, turbine blade
ntroduction
In many heat transfer experiments, a constant wall heat flux

oundary condition is used �or approximated� for convenience in
he design of the test wall. With such a boundary condition, one
nly needs to measure the local temperature of the surface using
ny one of a number of techniques from embedded thermocouples
o liquid crystals for IR measurements as well as the local free
tream temperature and the measured energy input per unit area.
owever, studies with this boundary condition often face two dif-
culties. First, many real systems more closely approximate con-
tant wall temperature rather than constant wall heat flux. In ad-
ition, if there are large variations in local heat transfer
oefficient, as occurs, for example, in impinging jets or three-
imensional film cooling, wall conduction tends to smooth out the
emperature and local heat flux variations, so one does not get a
rue picture of the heat transport or temperature variation in the
ow. Studies with a constant wall temperature surface face the
ifficulty of maintaining a constant wall temperature in the labo-
atory if there are large variations in local heat transfer and also
he difficulty of measuring the local heat transfer coefficient. In
he present study, a number of individual embedded heaters and a
pecially designed control circuit maintain the temperature of the
ressure and suction sides of a model blade as well as the end wall
n a cascade at a closely held constant value even though there are
arge variations in heat transfer coefficient. To measure the local
eat transfer rate, we use a thermal boundary measuring technique
uggested by Blackwell and Moffat �1�. We measure the local
uid temperature near a surface and, from the linear variation of

emperature close to the wall, obtain the local heat flux using
ourier’s law. The complex geometry of the turbine cascade re-
uires a special five-axis measurement system, which was de-
igned and constructed in the Heat Transfer Laboratory and used

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 6, 2006; final manuscript re-

eived March 1, 2007. Review conducted by Minking Chyu.
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to obtain local heat fluxes and Nusselt numbers on the suction and
pressure sides of the blades as well as on the end wall.

End wall heat transfer coefficient distributions were measured
by Blair �2� in a large scale turbine cascade. Local heat transfer
coefficients were measured using about 150 heaters covering the
test section from the leading edge. He showed that the end wall
heat transfer is strongly influenced by the existence of a large
vortex located in the corner between the end wall and the suction
surfaces. A local heat transfer measurement on the end wall and
blade surfaces was conducted by Granziani et al. �3�. The mea-
surement was done with two inlet boundary layer thicknesses for
a Reynolds number typical in a gas turbine. They found that the
secondary flow strongly affects the heat transfer on the end wall
and pressure surface of the blade, but does not influence the heat
transfer on the pressure surface. They also found that the inlet
boundary layer thickness on the end wall has a significant effect
on end wall and suction surface heat transfers.

Basis of Measurement
In a fluid flowing over a wall, any turbulent fluctuations, as well

as the fluid velocity, approach zero at the wall. In the viscous
sublayer, convection effects approach zero and the thermal energy
transport in the fluid occurs only by molecular heat conduction.
Then, near the wall, the temperature variation is linear and the
wall heat flux can be evaluated from the temperature gradient near
the wall using Fourier’s law,

qw = − k
�T

�n
�1�

The heat transfer coefficient is obtained from the heat flux, the
wall temperature, and the free stream temperature,

h =
qw

Tw − Tair
=

− k�T/�n

Tw − Tair
�2�
The local Nusselt number is expressed as
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Nu =
hCl

k
=

− Cl�T/�n

Tw − Tair
�3�

Considering Eqs. �2� and �3�, the precise evaluation of heat
ransfer coefficients and Nusselt numbers depends on measure-

ents of the temperature in the viscous sublayer region and the
all temperature on the constant temperature wall. With a large

hermal gradient in the viscous sublayer region, the temperature
easurement by a thermocouple is subject to conduction error.
lackwell and Moffat �1� reviewed temperature measurements us-

Fig. 1 Typical thermal boundary layer profile
Fig. 2 Vortex model in turbin

ournal of Heat Transfer
ing thermocouple probes. They evaluated the performance of dif-
ferent thermocouples against the conduction error and suggested a
butt-welded E-type thermocouple.

A sample thermal boundary layer is shown in Fig. 1. Note that
the wall temperature is not measured directly by the thermocouple
probe. Rather, it should be determined by extrapolation using tem-
peratures in the viscous sublayer. The extrapolation extends until
it meets the wall position in the linear conduction region. Finding
the exact wall position is critical in determining the wall tempera-
ture. Since the temperature is assumed to be measured in the
center of the thermocouple junction, the radius of the thermo-
couple should be considered to decide the wall position. Qiu et al.
�4� used a similar butt-welded E-type thermocouple and verified
these techniques. They used a constant heat flux plate and mea-
sured the heat flux from the probe. A comparison of the input
power and local measurement suggested that an uncertainty in the
wall heat flux could reach ±7% in their study.

Experimental apparatus
In a turbine cascade, complicated secondary flows occur, as

indicated in Fig. 2 by Wang et al. �5�. These flows cause large heat
transfer variations along the surfaces, providing a challenge in
maintaining a constant wall temperature condition and in measur-
ing local heat transfer to/from the surface. In the present study,
new heat transfer experimental facilities are developed to maintain
the constant wall temperature condition and measure local heat
transfer coefficients on the constant-temperature walls. These con-
sist of a constant-temperature endwall, a constant-temperature
blade, three thermal boundary layer probes, a five-axis measure-
ment unit, and a computer-controlled multichannel power supply.
e cascades Wang et al. †5‡
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escription of the Test Section
The cascade �Figs. 3 and 4�, containing five simulated turbine

lades, is connected to a blowing-type wind tunnel. The constant-
emperature blade can be installed at any position from the second

Fig. 3 Test section for t
Fig. 4 Blade configuration for the heat transfer experiment

386 / Vol. 129, OCTOBER 2007
to the fourth blade. At each position, the height of the constant-
temperature blade is adjustable for the investigation of-two- and
three-dimensional flow regions. On the end wall, a 1 mm wire
trips the incoming flow to provide a turbulent boundary layer. The
test section has two adjustable tail boards to help impose periodic
flow conditions between the blades. For the end wall surface mea-
surement, a balsa wood plate and two balsa wood blades are put
together with the constant-temperature end wall to provide an un-
heated starting length and to reduce conduction error between the
end wall and blades. For the blade surface measurement, one
regular end wall cover and aluminum blades are installed, instead
of the constant-temperature end wall and the balsa wood blades.
The test section is designed to conduct each experiment individu-
ally, not simultaneously.

Constant-Temperature End Wall and Blade
The constant-temperature end wall and blade are designed

based on numerical analysis with ANSYS. The end wall has 128
strip heaters and 138 E-type thermocouples. Three different heat-
ers are used: 12.8�12.8 mm2, 38.4�12.8 mm2, and 192
�12.8 mm2. The selection of the heater depends on the flow
characteristic—the two-dimensional flow region uses long strip
heaters. Each heater has one E-type thermocouple, except the
192�12.8 mm2 heaters which have three. The heaters are shown
in Fig. 5, with the locations of the thermocouples marked by the
plus symbols. The constant-temperature end wall only covers one
passage between the third and the fourth blade. Figure 6 shows the
cross section of the constant-temperature end wall. It consists of
an aluminum plate, Kapton strip heaters, an E-type thermocouple,
a balsa wood insulation, and a phenolic insulated plate.

The heat transfer blade has a profile corresponding to a high
performance turbine blade in a high pressure stage. The cascade
has a blade chord of 184 mm with a solidity of 0.75 and a high

heat transfer experiment
he
turning angle of 107.5 deg �Table 1� A blade with this profile was
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sed by Wang et al. �5� for two-dimensional and three-
imensional measurements without a tip clearance. More detailed
nformation is described in Wang �6�.

The blade has 42 cylindrical heaters, three strip heaters �near
he trailing edge�, and 60 E-type thermocouples on the surface,
hich is made of copper. Three � 7�40 mm2 cylindrical heaters

re stacked in the middle holes. Due to space limitations near the
railing edge, three 25.4�40 mm2 strip heaters are used instead of
ylindrical heaters. The locations of the heaters and thermo-

Table 1 Turbine line

Chord length of blade �Cl� 18.4 cm In
Axial chord of blade �Cx� 12.96 cm A
Pitch of cascade �P� 13.8 cm Ex
Height of cascade �H� 45.7 cm H
Aspect ratio �span/chord� �H /C� 2.48 H
Solidity �pitch/chord� �P /C� 0.75 H
Blade inlet angle �1 35 deg Bl

ig. 5 Constant-temperature end wall with heaters and
hermocouples

ig. 6 Typical cross section of the constant-temperature end
all
ournal of Heat Transfer
couples are shown in Fig. 7. To reduce the conduction error
through the supporting blade, both ends of the blade are connected
to insulated blades, which are removable to put the blade near the
top end wall. Figure 8 shows the cross section of the blade.

Thermal Boundary Layer Probe
Flow disturbances by the probe can affect the heat transfer mea-

surement. In addition, a strong free stream can dislocate the probe
from the expected measurement location by bending and vibra-
tion. With large thermal gradients, the probe is subject to conduc-
tion error. The current experimental conditions in a simulated tur-
bine cascade include all these issues. Therefore, the thermal
probes are designed to reduce flow disturbance to minimize the
conduction error and to ensure an accurate measurement location.
According to Blackwell and Moffat �1�, a � 76 �m E-type ther-
mocouple, which is not relatively sensitive to conduction error
compared with other types of thermocouples, can help meet these
goals. To minimize flow disturbance and conduction error, the
junction of the thermocouple is butt welded by an electrical dis-
charge welding technique. Different probe designs are used for the
end wall and the pressure and suction surface measurements. The
probes are shown in Fig. 9. The thermocouple supported by two
hypodermic needles has an exposed part 14 mm wide and 1 mm
high and has a slight curvature, so that the junction touches the
wall first. The end wall probe has a straight shape to make move-
ments easy and to guarantee the measurement position. For blade
surfaces, the hypodermic needles are bent to reduce flow distur-
bance, considering the direction of the incoming flow and mea-
surement. A Teflon bar connects between two hypodermic needles
to maintain their shape. For the suction surface probe, the probe is
bent in a clockwise direction �if observed in Fig. 11� and the
diameter of the bent part is 30 mm. The thermocouple exposure is
14 mm wide and 1 mm high. The pressure surface probe is bent in
a counterclockwise direction �Fig. 11�, and the diameter of the

cascade parameters

xit area ratio of the cascade �AR� 2.72
ratio of the contraction 6.25
eynolds number �Reex�10−5 range� 4.5–6.9
st incoming velocity �Uin� 25.5 m/s
st incoming Reynolds number �Rein� 290,000
st exit velocity �Uex� 69.0 m/s
outlet angle ��2� −72.49 deg

Fig. 7 Constant-temperature blade with heaters and
thermocouples
ar
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ent part is 25 mm. These probes have different diameters and
ending directions to ease measurement and to reduce the inter-
erence between the flow and hypodermic needles. In the present
xperiment, a small Reynolds number ��2�105� is used for the
eat transfer measurement due to the long tube design of the
robe. The design of the probe determines the maximum Rey-
olds number �really air speed�. If the tube of the probe is shorter
nd stiffer, higher Reynolds numbers �air speed� are possible.

ive-Axis Measurement Unit for End Wall and Blade
To determine the wall heat flux, the temperature profile in the

ow should be measured in a direction normal to the wall with
igh precision. Figures 10 and 11 show the local heat transfer
easurement positions on the end wall and blade. For the end
all measurement, the probe moves into the horizontal end wall
ertically and then moves out to measure the temperature profile
t each location. For blade measurements, the probe moves along
he normal lines from the suction and pressure surfaces to measure
he temperature profile in the fluid. As shown in Fig. 11, the align-

ent of the probe to the wall is difficult due to the curvature of the
lade, but it is critical to ensure accuracy. Another issue in the
eat transfer measurement is to know the wall location since the
ccuracy of the extrapolated wall temperature depends on this.
hus, one needs a multiaxis measurement unit to measure tem-
eratures along a line perpendicular to each wall and to find the
all position with high precision. To measure heat flux from both

he end wall and blade with one measurement unit, a five-axis
easurement unit was developed in the Heat Transfer Laboratory

f the University of Minnesota, as shown in Fig. 12. It consists of
our unislides �x, y, z, and n� and one rotating table ��� from
elmex Co., a supporter, and a modified five-axis motion control-

er. Figure 12 shows a unislide �model MB6030W2J-S8� for the x
xis, a unislide �model MB4024P5J-S4� for the y axis, a unislide
model MA2512K1-S2.5� for the z axis, a unislide �model

B2527K1J-S4� for the n axis, and a rotating table �model
4300� for the � axis. A modified centroid motion controller is
sed to control the five stepper motors and to find the wall posi-
ion. Since the screw of the unislide moves 1 mm for 200 steps, it
as a resolution of 5 �m. The linear conduction region of a typi-
al thermal boundary layer is about 500 �m at Reex=2�105.
hus, the resolution is three orders of magnitude higher than the

hickness of the boundary layer.
For blade heat transfer measurements, four unislides �x, y, z,

nd n� and one rotating table are used to move the probe. After x
nd y locate the probe in the measurement positions, the rotating
able keeps the n axis normal to blade surfaces and the n-axis
nislide moves the attached z-axis unislide holding the probe
way from the wall. The z-axis unislide is used to move the probe

ig. 8 Typical cross section of the constant-temperature blade
t different z /Cl positions during each measurement. For end wall

388 / Vol. 129, OCTOBER 2007
heat transfer measurement, only three �x, y, and z� unislides are
used. The five-axis system is connected to a supporter to prevent
vibrations from the wind tunnel. The probes are attached to the
z-axis slide. The probe and wall are connected to an electrical
circuit, which would measure 12 V when closed. When the probe
touches the wall, it closes the electrical circuit, which is monitored
by the motion controller. Since the resolution of the unislide is
5 �m, the wall position is located with a position error in the
range of ±2.5 �m.

Computer-Controlled Power Supply
Heat transfer experiments with a constant-temperature condi-

tion require a large number of heaters in the system. Each heater
needs a thermocouple to measure temperature and a power supply
to supply power. The constant-temperature end wall in the current
system has 128 heaters and requires 128 individually temperature
controls. Therefore, the present apparatus requires a large number
of power supplies that are controlled by a computer to ensure the
constant-temperature condition. A computer-controlled power
supply with 128 output channels is developed with a proportional-

Fig. 9 Thermal boundary layer probe schematic „a… for end-
wall surface, „b… for suction surface, and „c… for pressure
surface
integral �PI� control algorithm. It consists of 32 power control

Transactions of the ASME
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odules, two +48 V, one +5 V, one −12 V main power supply,
nd one interface card to a linux PC. Each module comprises four
ower operational amplifier �OPA544� and one digital potentiom-
ter �X9259�. Each board has one dip switch to assign a hardware
ddress. It is controlled through a parallel port in a linux PC and
esigned to maintain a constant voltage in the four different
anges between 0 V and 40 V in 128 output channels with a 256
tep resolution. The power supply includes voltage and current

Fig. 10 End wall m

Fig. 11 Blade measurement positions
Fig. 12 Five-axis measurement unit sketch

ournal of Heat Transfer
measurement units to evaluate input power during the experi-
ments. For voltage and current measurements, it includes two
Fluke 2205A multiplexers, two Keithley 705 multiplexers, one
Keithley 196 multimeter, one Keithley 193 multimeter, and one
Fluke Y5020 current shunt.

To maintain the constant-temperature condition, the PI control
algorithm is used with the computer-controlled power supply.
Temperatures from thermocouples are measured by two Keithley
7001 multiplexers and the one Keithley 2000 multimeter, and the
PI control algorithm evaluates suitable power for each heater
based on measured temperatures. After calculating new power in-
puts, the power supply adjusts the voltages to each heater. This
procedure is repeated for an entire experiment. The temperature
control result is shown in Fig. 13. It shows temperatures from 138
thermocouples in the constant-temperature end wall. The room
temperature is generally about 18°C and the set temperature is
40°C. The standard deviation of the temperature measurement is
less than 0.06°C. These temperatures are only used to maintain
and check the constant-temperature wall condition, not to evaluate
heat fluxes or Nusselt numbers.

Experimental Procedure
The heat transfer experiment consists of three major steps. The

first is to align the five-axis measurement unit to the test section.
The second is to provide the constant-temperature condition on
the target surface. The final step is to measure the local heat flux
from the constant-temperature wall.

To measure the temperature profile from the wall, the five-axis
measurement unit should be aligned to the reference points and
lines. The alignment process requires a three-dimensional refer-
ence to locate the probe in preselected measurement positions. In
the test section, the top end wall �aluminum� has a rectangular
window for visual observation. Since the rectangular window is
parallel to the x axis of the test section, it can be used as a refer-
ence line. With the top end wall and wall finding technique using
the electrical circuit, the five-axis measurement unit can find its

urement positions
eas
position from the reference points and lines. First, a dummy probe
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onnected to the electrical circuit is attached in the z-axis slide
nd the top end wall is connected to the electrical circuit. When
he dummy probe hits the top end wall, the top end wall position
ill be monitored by the motion controller. Second, the five-axis
easurement unit should be level with the top end wall. This can

e verified by measuring heights at three different positions on the
op end wall. Third, the x axis of the five-axis measurement unit
hould be parallel to the x axis of the top end wall. To make the
ve-axis measurement unit parallel to the top end wall, the length
hould be measured at different x locations. The difference of the
ength at different x locations shows the degree of misalignment
f the measurement unit from the x reference. The five-axis mea-
urement unit should be parallel to the x axis of the top end wall.
ourth, the rotation table should be in its reference angle. The
eference angle is parallel to the x axis of the top end wall. It can
e aligned using the same method as when aligning the x axis to
he x reference line. Finally, the five-axis measurement unit can
nd one corner of the rectangular window and assign it as its zero
eference. After these processes, the five-axis measurement unit is
roperly aligned to the three-dimensional reference. Taking out
he dummy probe, the thermal boundary layer probe is attached to
he z axis. Now, it is ready to measure the temperature in the test
ection.

After aligning the five-axis measurement unit, the constant-
emperature end wall or blade is installed in the test section. For
he end wall experiment, one balsa wood plate and two balsa
ood blades are put together to provide an unheated starting

ength and to reduce the conduction error between the end wall
nd the blades. For the blade experiment, the blade is installed on
he third cascade position with a regular bottom end wall. Since a
eat transfer experiment can take more then 5 h, a double layer
ce bath is used to maintain the reference temperature for the 138
hermocouples. After that, all heaters and thermocouples are con-
ected to the power supply. The heat transfer surface temperature
s set about 20°C above the room �free stream� temperature. On
unning the wind tunnel, temperatures are controlled by the power
upply and a Linux computer. When the temperatures from heat-
rs reach the set temperature and become stable, the thermal
oundary layer measurements start.

When the heat transfer measurement starts, the five-axis mea-
urement unit moves the probe to the proper position and seeks

ig. 13 Temperature variation of 138 thermocouples on the
nd wall by PI control
he wall location in 100 �m steps. When the probe touches the
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wall, the motion controller measures 12 V between the probe and
the wall. To find the wall with a high precision, the probe moves
200 �m away from the wall when the probe touches the wall first.
It moves against the wall with 5 �m movement and finds the wall
again. This process can save measurement time and improve the
precision of the wall position. After the wall position is found, the
probe move 100 �m against the wall to ensure contact. Then, the
five-axis measurement unit starts the temperature measurement
from this location with 10 �m increments. After measuring
enough points, the five-axis measurement unit moves the probe to
another measurement location. The procedure is then repeated in
an entire experiment.

The temperatures in the linear conduction region are used to
calculate the heat flux and extrapolated wall temperature. The heat
transfer coefficient and Nusselt number are evaluated from the
extrapolated wall temperature and heat flux. The uncertainty of
the Nusselt number depends on the temperature measurement.
Thick and smooth boundary layers reduce the measurement un-
certainty to 2%. However, there may be a measurement uncer-
tainty from 4% to 15%, depending on the flow in conditions of the
boundary layer at the measurement location. In the boundary layer
measurements, the boundary layer thickness is not classified by
the Reynolds number since the flow velocity changes as the mea-
surement position goes down in the test section.

Results and Discussion
In a simulated turbine cascade, heat transfer coefficients were

measured on the end wall and blade with constant wall tempera-
ture conditions. On the end wall, 137 positions selected for heat
transfer measurement are shown in Fig. 10. Low �0.2%� and high
�8.5%� turbluence intensity freestream are used. For the blade,
heat transfer coefficients on the pressure surface and suction sur-
face are measured at 37 and 43 locations, respectively �Fig. 11�.
The measurements are conducted to change z /Cl to know whether
the technique is applicable at different spanwise positions. Due to
the vibration of the probe, the experiment for a high turbulence
intensity is not conducted for the boundary layer on the blade
surfaces �Tables 2 and 3�.

Thermal boundary layer plots are shown in Figs. 14 and 15. The
directly measured wall temperatures in Figs. 14 and 15 are lower
than the set temperatures due to the conduction error between the
wall and the probe. Therefore, the wall temperature is determined
by extrapolating from the measured temperatures in the linear
conduction region. The wall position is monitored by the five-axis
measurement unit and set to be zero in Figs. 14 and 15. This wall
position and linear thermal gradient near the wall evaluate the
wall temperature. Therefore, if the wall temperature is properly
controlled and the wall position is accurately found, the extrapo-
lated wall temperature should be close to the set temperature.
However, the extrapolated wall temperature �44.3°C� is less than
the set temperature �45.0°C� by 0.7°C due to the small number of
heaters and thermocouples in the blade at the location examined in
Fig. 14. Even though the surfaces near the heaters are maintained
at the set temperature, the conduction error on the surface slightly

Table 2 Heat transfer experimental conditions on a two-
dimensional „2D… pressure surface

No. Run number Location Reex Uex �m/s� z /Cl Tu �%�

1 P-HT-run1 2D pressure 2.64�105 23.6 1.5 0.2
2 P-HT-run2 2D pressure 2.65�105 23.5 1.5 0.2
3 P-HT-run3 2D pressure 1.93�105 17.2 1.5 0.2
lowers the surface temperatures between heaters. Therefore, the
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rue temperature on the wall may be less than the set temperature,
nd the extrapolated temperature is reasonable. The thermal
oundary on the end wall in Fig. 15 is for a set temperature of
0°C, and the room temperature is 18.5°C. The extrapolated wall
emperature �39.9°C� is close to the set temperature �40°C� on
he wall because the surface temperature on the end wall is con-
rolled by 127 heaters and the conduction error on the surface is
egligible. The mainstream temperature is obtained from the
robe when it moves out of the conduction region. Since the in-
oming flow is tripped by a 1 mm trip wire and fully developed,
he temperature profile shows fluctuation beyond the conduction
egion in Fig. 15.

able 3 Heat transfer experimental conditions on a two-
imensional „2D… suction surface

o. Run number Location Reex Uex �m/s� z /Cl Tu �%�

S-HT-run1 2D suction 2.67�105 23.4 1.5 0.2
S-HT-run2 2D suction 2.43�105 21.7 1.5 0.2
S-HT-run3 2D suction 1.77�105 15.8 1.5 0.2

Fig. 14 Thermal boundary layer profile on the blade
Fig. 15 Thermal boundary layer profile on the end wall

ournal of Heat Transfer
Normalized Nusselt numbers on the pressure and suction sur-
faces of the blade are shown in Figs. 16 and 17. The heat transfer
coefficients are measured at z /Cl=1.5 from the top end wall,
where the flow is essentially two dimensional over both surfaces.
Three Reynolds numbers �2.64�105, 2.65�105, and 1.93�105�
are chosen to show the repeatability and the effect of the Reynolds
number on the pressure surface heat transfer. Similar Reynolds
numbers �2.67�105, 2.43�105, and 1.77�105� are used for the
suction surface measurements. These Reynolds numbers are much
less than those of the typical turbine operating conditions. Due to
the bending and vibration of the probes, these Reynolds numbers
are selected for the heat transfer experiments. Figures 16 and 17
show good repeatability on the pressure and suction surfaces, ex-
cept near the leading edge. In this region near the leading edge,
the thermal boundary layer starts and is thin-the linear conduction
thickness is 100 �m at SP /Cl=0.013 and Re=2.64�105. On the
suction surface, Nusselt numbers are obtained from SS /Cl
=0.074 to 1.2. From the stagnation point to SP /Cl=0.013, the thin
boundary layer leads to significant conduction errors and poorer
repeatability.

Fig. 16 Normalized Nusselt number and Sherwood number
plot on the pressure surfaces

Fig. 17 Normalized Nusselt number and Sherwood number

plot on the suction surface
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Jin �7� conducted mass transfer measurements in the same test
ection with a mass transfer blade and naphthalene sublimation
echnique. The mass transfer blade had the same profile as the
ecent heat transfer blade, but Jin �7� used a higher Reynolds
umber �4.36�105� for mass transfer experiments. To validate
he heat transfer measurement, the present results are compared
ith Jin �7� using the heat/mass transfer analogy. The Nusselt
umber distribution shows a good qualitative agreement with the
ass transfer measurements of Jin �7�. For a direct comparison,

he Sherwood numbers from Jin �7� are converted by the equation
=Sh�Pr/Sc�n with Pr=0.707 �air� and Sc=2.28 �naphthalene�.
he Sherwood numbers agrees with the Nusselt numbers, with n
arying from 1/3 to 0.5 on both the suction and pressure surface.
n the pressure surface, n changes from 1/3 to 0.5 as Sp /Cl
oves down to the trailing edge. However, n changes from 0.5 to
/3 on the suction surface, as Ss /Cl moves down to the trailing
dge.

For the three-dimensional boundary layer between the blade
urfaces and on the end wall, the heat transfer coefficients are
easured at four spanwise positions �z /Cl=0.09, 0.18, 0.28, and

.66� with the Reynolds number �2.4�105�. Detailed experimen-
al conditions are presented in Tables 4 and 5. The Nusselt number
t the different spanwise measurements are plotted in Figs. 18 and
9. As shown in Wang et al. �5� �Fig. 2�, the pressure surface does
ot experience the complicated secondary flow near the end wall.
herefore, the Nusselt number distributions at the different span-
ise locations do not show a significant difference on the pressure

ide. However, on the suction side, there is a triangular region
overed by the passage vortex. Graziani et al. �3� also confirmed
hese findings in their study. The triangular region is clearly
hown in Fig. 19, but a significant fluctuation is shown in the
riangle region due to the passage vortex. The trend of the Nusselt
umber variation is qualitatively similar to that of the Sherwood
umber variation from Jin �7�. The Nusselt numbers in the region
hat is covered by the passage vortex show low values due to the
imitation of the thermal boundary measurement technique in
omplicated secondary flows on the suction surface.

For the end wall heat transfer measurement, two experimental
onditions are considered—low �0.2%� and high �8.5%� turbu-
ence intensities �Table 6�. Since the probe can be bent by a high
elocity flow and is sensitive to vibration, a relatively small Rey-
olds number �2.29�105 and 2.56�105� is used to reduce mea-
urement uncertainty.

For the end wall, the heat transfer results from the 137 mea-
urement positions between the third and fourth blades in Fig. 10

able 4 Heat transfer experimental conditions on a three-
imensional „3D… pressure surface

o. Run number Location Reex Uex �m/s� z /Cl Tu �%�

P-HT-run31 3D pressure 2.48�105 21.9 0.09 0.2
P-HT-run32 3D pressure 2.49�105 21.9 0.18 0.2
P-HT-run33 3D pressure 2.38�105 21.3 0.28 0.2
P-HT-run34 3D pressure 2.38�105 21.2 0.66 0.2

able 5 Heat transfer experimental conditions on a three-
imensional „3D… suction surface

o. Run number Location Reex Uex �m/s� z /Cl Tu �%�

S-HT-run31 3D suction 2.41�105 21.4 0.09 0.2
S-HT-run32 3D suction 2.41�105 21.4 0.18 0.2
S-HT-run33 3D suction 2.41�105 21.4 0.28 0.2
S-HT-run34 3D suction 2.42�105 21.4 0.66 0.2
392 / Vol. 129, OCTOBER 2007
are shown in Figs. 20 and 21. Due to the shortage of measurement
points, the contour plots in Figs. 20 and 21 do not show the
detailed secondary flow development. However, the high heat
transfer regions near the stagnation points and near the trailing
edge are clearly observed.

To compare heat transfer results clearly, the Nusselt numbers
are plotted in Figs. 22–24. The dark rectangular boxes represent
the blade cross reaction, with P and S indicating the pressure and
suction sides, respectively, in Figs. 22–24. Due to the physical
size of the probe, the heat transfer measurement cannot include
positions very near the pressure and suction walls on the end wall.

Table 6 Heat transfer experimental conditions on the end wall

No. Run number Trip wire �mm� Reex Uex �m/s� Tu �%�

1 HT-run11 1.0 2.56�105 21.6 0.2
2 HT-run13 1.0 2.29�105 19.6 8.5

Fig. 18 Nusselt number plot on the pressure surfaces at dif-
ferent z /Cl

Fig. 19 Nusselt number plot on the suction surfaces at differ-
ent z /Cl
Transactions of the ASME
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igh Nusselt numbers near the stagnation point are shown at
/Cl=−0.02 and y /Cl=0.7 in Fig. 22. High Nusselt numbers due

o the horseshoe vortex and leading edge corner vortex are ob-
erved near the blades at y /Cl=0.0 and y /Cl=0.5 in the x /Cl
0.06 case. The measurement positions can be confirmed in Fig.
0. High Nusselt numbers by the passage vortex are shown at
/Cl=0.2 at the x /Cl=0.22 case, at y /Cl=0.3 at the x /Cl=0.31
ase, and at y /Cl=0.5 at the x /Cl=0.39 case. In the absence of
easurement near the blade, the plots at x /Cl=0.47 do not show

he high heat transfer region caused by the passage vortex near the
lades, which was shown by Goldstein and Spores �8�. Even
hough they used different blades and the mass transfer technique,
qualitative comparison show very similar trends in the two stud-

es. For y /C1=0.7 and 1.25 at x /Cl=0.72, high Nusselt numbers
re shown due to vortex shedding from the trailing edge. Since the
hermal boundary layer probe is not good at measuring tempera-
ure in the fluctuating three-dimensional flow, the real Nusselt
umbers may be higher than the measured values considering the
onduction error. The current thermal boundary layer technique
as a tendency to indicate lower heat transfer coefficients than the
eal values in very thin thermal boundary layers or three-
imensional flows. Due to the paucity of the measurement loca-
ions, the results with the high turbulence intensity condition do
ot clearly show differences from those with the low turbulence
ntensity.

The limitations of this thermal boundary layer technique are the
onduction error of the thermocouple and the misalignment of the
robe. The conduction error in the thermocouple is significant
hen the thermal boundary layer is thinner than the physical di-

meter �76 �m in present study� of the probe. The junction of the

ig. 20 Nusselt number contour „HT-run11… on the end wall
ith Re=2.56Ã105 and Tu=0.2%

ig. 21 Nusselt number contour „HT-run13… on the end wall
5
ith Re=2.29Ã10 and Tu=8.5%

ournal of Heat Transfer
probe is in the thin thermal boundary layer, but other parts of the
thermocouple are outside of the thermal boundary layer. As the
probe moves away from the wall, the conduction error decreases.
Misalignment of the probe occurs with a large Reynolds number
and a high turbulence intensity. When the Reynolds number is
high, the probe is bent and the junction of the butt-welded junc-
tion could be off from the measurement position. The high turbu-
lence intensity can increase the measurement uncertainty of this
technique. Due to the long probe design, it is sensitive to vibra-
tion, which fluctuation in temperature measurement and measure-
ment uncertainty.

Summary and Conclusions
The present paper suggests an improved thermal boundary layer

measurement technique and presents experimental heat transfer
results in a linear turbine cascade for a heat/mass transfer analogy.
A constant wall temperature condition is applied by a computer-
controlled power supply using a PI control algorithm. Thermal
boundary layer probes measure temperatures in the flow near the
end wall and blade surfaces. Due to the versatility of the five-axis
measurement unit and the wall finding technique, heat transfer
coefficients are successfully evaluated from the thermal gradients
and the extrapolated wall temperature. The high heat transfer re-
gions due to the secondary flows are observed by the current
technique on both the end wall and the blade surfaces. The fully
automated temperature control and measurement system generally
guarantees good repeatability and small measurement uncertainty.
A smaller diameter thermocouple and a flatter design would re-
duce the conduction error and improve heat transfer measure-

Fig. 22 Nusselt number distribution I on the end wall between
blades
ments in the boundary layers.
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Nomenclature
AR � inlet/exit area ratio of the cascade �2.72�
Cl � characteristic length �184 mm�
cw � local wall concentration
Cx � axial chord length of blade �130 mm�

d � distance from a blade surface
H � height of blade �457 mm�; shape factor of the

boundary layer ��1 /�2�
h � convective heat transfer coefficient
n � the distance in the direction normal to the wall

Nu � Nusselt number �Nu=hCl /k�
P � pitch of blade �138 mm�
p � static pressure

qw � local wall heat flux
Reex � exit Reynolds number ��UexCl /��

Sp � curvilinear coordinate on the pressure surface
�Fig. 4�

Ss � curvilinear coordinate on the suction surface
�Fig. 4�

Tw � local wall temperature
Tair � free stream temperature
Taw � adiabatic wall temperature
u ,v � velocity components
U	 � mainstream inflow velocity in wind tunnel
Uex � mainstream exit velocity at the exit of the cas-

cade �ARU	�
x � coordinate in the blade chord direction

Xi � coordinate along the inflow direction �Fig. 4�
y � coordinate traverse the blade chord direction
Z � coordinate in the spanwise direction of cas-

cade, Z=0 at the tip

Greek Symbols
k � thermal conductivity of air
� � boundary layer thickness

 � kinematic viscosity

�1 � inlet angle of cascade �35 deg�
�2 � outlet angle of cascade �72.5 deg�

Subscripts
atm � atmosphere property

st � static property
w � wall property
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Numerical Evaluation of Fin
Performance Under
Dehumidifying Conditions
A numerical model of moist air cooling in compact heat exchangers is presented. The
model requires the solution of a coupled problem, since interface temperatures, obtained
from the solution of the energy equation in adjacent fluid and solid regions, are used to
set the appropriate boundary conditions for the transport equation of water vapor in
moist air. The approach is completely general, even if the finite-element method is used
for the simulations reported in the paper. The numerical results are favorably compared
with the corresponding experimental results concerning the rectangular and wavy fins
under dehumidifying conditions. �DOI: 10.1115/1.2755012�

Keywords: finned surfaces, dehumidification, heat transfer, mass transfer, conjugate
problems, numerical simulation
ntroduction
Simultaneous heat and mass convection occurs in air-cooling

ystems whenever the exchange surfaces are at a temperature be-
ow the local dew point. Typical examples are heat exchangers
tilized for summer air-conditioning and process-air dehumidifiers
mployed in industrial and home appliances. Usually, in these
pparatuses, the air-side convection coefficient is much smaller
han the convection coefficient for the refrigerating fluid. Thus, on
he air side, recourse is often made to fins, which increase the
xchange area and reduce the thermal resistance.

When vapor condensation occurs on the fin surfaces, the cool-
ng process requires the removal of sensible as well as latent heat.
ecause of the industrial importance of heat exchangers operating
nder dehumidifying conditions, the evaluation of wet fin perfor-
ances has received a great deal of attention in the literature. In

articular, it is worth mentioning the experimental researches of
ang and co-workers, which deal with the design of wet heat

xchangers �1–5� as well as with fin performances in both dry and
et conditions �6–9�. The aforementioned studies represent a sub-

tantial database. However, the feeling is that designers need fur-
her information on fin performances and air-side convection co-
fficients under dehumidifying conditions �4,5�. The present paper
llustrates a numerical procedure that can be used to obtain this
ind of information. In general, the modeling of dehumidification
rocesses, which involve adjacent fluid and solid domains, re-
uires the solution of a conjugate conduction and convection
roblem, since interface temperatures must be calculated at the
ame time as temperature distributions in the fluid and solid re-
ions. To this aim, it is convenient to solve the energy equation in
he whole domain, including the fluid and the solid regions, even
f the species conservation equation and the Navier–Stokes equa-
ions can still be solved only in the fluid region.

At interfaces between the fluid and the solid regions, we can
se the ideal gas relationship to compute the local mass fraction of
ater vapor corresponding to the saturation pressure at the wall

emperature. When interface temperatures are lower than the local
ew point, condensation occurs and the saturation value of the
ass fraction is utilized as a Dirichlet boundary condition for the

pecies conservation equation. If, on the contrary, interface tem-
eratures are higher than the local dew point, no condensation

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 24, 2006; final manuscript re-

eived February 13, 2007. Review conducted by Bengt Sunden.

ournal of Heat Transfer Copyright © 20
occurs and we can utilize a Neumann boundary condition �zero
normal derivative of the mass fraction� for the species conserva-
tion equation.

Our model neglects both the advection velocities induced by
vapor condensation and the presence of droplets and liquid films.
Neglecting advection velocities is certainly justified by the low
rates of mass convection, which characterize standard air-cooling
processes �10�. Neglecting the presence of droplets and liquid
films implies, in principle, that the condensate is promptly re-
moved from the interfaces. In practice, as shown in the following
sections, the assumption can be extended to many situations of
technical interest characterized by a good drainage and a rela-
tively low rate of mass convection. On the other hand, designers
of compact heat exchangers always devote much effort to the
achievement of a good drainage. Retained condensate, in fact,
might either be blown away from the apparatus, creating an un-
wanted fog, or remain on the cooling surface, providing a medium
for the growth of bacteria �11,12�. Furthermore, the influence of
droplets and liquid films has not been fully established experimen-
tally �see, for example, Refs. �11–14��. The reason is that droplets
increase the effective roughness of the exchange surface. Thus,
they increase friction factors and heat convection coefficients in
turbulent flows, but not in laminar flows, which are rather insen-
sitive to roughness effects. Similarly, liquid films not only in-
crease pressure losses and convection rates by increasing average
axial velocities but also bring about additional thermal resistances.
The prevailing opinion is that pressure losses are increased by the
retained condensate, at least in the presence of liquid films, but it
is still unclear whether heat and mass convection coefficients are
increased or decreased.

When the presence of liquid films and droplets is neglected, the
interface between the air and the solid region is an internal bound-
ary as far as the energy equation is concerned. Therefore, the
continuity of temperatures is ensured by the solution of the energy
equation on the whole domain, but the additional latent heat flux
on surfaces where condensation takes place must still be ac-
counted for. This heat flux affects the temperature distribution on
interfaces and, consequently, influences also the boundary condi-
tion for the species conservation equation. The already mentioned
coupling between temperature and mass concentration fields is, in
fact, due to the coupling between conduction and convection.

The proposed model does not rely on a particular numerical
technique. However, in this study, we utilize an equal-order finite-
element procedure for space discretization and a pseudotransient

algorithm to obtain the steady-state solutions �15,16�. The tech-

OCTOBER 2007, Vol. 129 / 139507 by ASME
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ique used to deal with the pressure-velocity coupling in the
avier–Stokes equations is described in Ref. �17�.
The capabilities of the procedure to deal with realistic boundary

onditions and complex geometries have already been demon-
trated by several simulations of tube-fin exchangers operating
nder dehumidifying conditions �15,16�. Here, the accuracy and
eliability of the methodology are assessed by comparing our nu-
erical results with the experimental results of Wang and co-
orkers for rectangular �6� and wavy fins �7� under dehumidify-

ng conditions.

tatement of the Problem
The applications considered here refer to an incompressible,

aminar flow of moist air treated as a constant property fluid. The
eat and mass convection process is governed by the continuity
quation, the Navier–Stokes equations, the species conservation
quation, and the energy equation. The continuity and the Navier-
tokes equations can be written as

� · v = 0 �1�

�
�v

��
+ �v · �v = ��2v − �p �2�

he species conservation equation can be written as

��

��
+ v · �� = D�2� �3�

here � is the mass fraction of water vapor in moist air.
In the absence of volumetric heating and of significant viscous

issipation, the energy equation can be written as

�cp
�t

��
+ �cpv · �t = k�2t �4�

n the numerical simulations, the Navier–Stokes equations and the
pecies conservation equation are solved only in the fluid region,
hile the energy equation is solved in both the fluid and the solid

egions. Obviously, in the solution of the energy equation in the
hole domain, we must refer to the pertinent thermophysical
roperties in each region, and we must assume v=0 in the solid
egion.

To complete the formulation, appropriate conditions must be
mposed on the interfaces between the fluid and solid domains and
n the external boundaries.

nterface Boundary Conditions
As already pointed out, we disregard the transverse velocity

omponent induced by the condensation process, and we assume
hat the condensate is promptly removed from the interface. In the
bsence of advection velocities, we impose the usual no-slip con-
itions

v = 0 �5�

n all solid walls.
Under the assumption that the condensate is promptly removed,

he moist air is always in direct contact with the wall, and the
istribution of the interface temperatures tw obtained from the
olution of the energy equation leads to the appropriate boundary
ondition for the species conservation equation. The implementa-
ion is done as illustrated below.

On interfaces where the temperature is lower than the local dew
oint, we can use the ideal gas relationship to compute the value
f the mass fraction of water vapor corresponding to the saturation

ressure ps at the absolute wall temperature Tw
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�s�tw� =
ps�tw�
�RvTw

�6�

In the above equation, Rv is the gas constant for water vapor and
the approximate relationship used to evaluate the saturation pres-
sure is �18�

ps�t� = 610.78 exp�17.2694
t

t + 238.3
� �7�

with the vapor pressure expressed in pascals and the temperature
expressed in °C. The relationship

� = �s�tw� �8�
obtained from Eqs. �6� and �7� is used as a Dirichlet boundary
condition prescribing the distribution of the mass fraction of water
vapor.

On interfaces where the temperature is higher than the local
dew point, no condensation occurs and we can thus use the Neu-
mann boundary condition

��

�n
= 0 �9�

that yields a zero value of the mass flow rate of vapor condensing
per unit area �ṁv�=0�.

Since the interface temperature is obtained from the energy
equation, the continuity of temperature between the fluid and the
solid regions is already ensured by the model. On the other hand,
on interfaces where condensation takes place, we must account for
the latent heat flux

q�� = ṁv�Hvl �10�
when we solve the energy equation.

Other Boundary Conditions
At inflow, we prescribe the inlet distributions of velocity, mass

fraction, and temperature by imposing

v = vi � = �i t = ti �11�
We must also specify suitable conditions at an artificial outflow
boundary. These may be represented by the advective boundary
conditions written in the form

�v

��
+ ū

�v

�n
= 0

��

��
+ ū

��

�n
= 0

�t

��
+ ū

�t

�n
= 0 �12�

In the above equations, ū is a constant phase speed, estimated as
the average velocity in the direction n orthogonal to the outflow
boundary. It must be noted that, in steady-state problems, bound-
ary conditions �12� reduce to the more common zero normal de-
rivative condition for all variables.

On symmetry boundaries, we can impose the boundary condi-
tion

un =
�u�

�n
=

��

�n
=

�t

�n
= 0 �13�

where un is the velocity component in the normal direction and u�
is the velocity component in the tangential direction. The adia-
batic boundary condition can be considered a particular symmetry
condition for the temperature distribution and can thus be written
in the usual form: �t /�n=0. In addition, appropriate thermal

boundary conditions must be imposed on the external boundaries
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f the portion of the domain where only the energy equation is
olved.

Finally, it must be pointed out that, in the context of the nu-
erical solution procedure adopted �17�, appropriate boundary

onditions for pressure are

�p

�n
= 0 �14�

pplied on the whole boundary, with the value p=0 specified at
east in one point of the domain to fix the pressure level.

ata Reduction
The loss of performance of a finned surface with respect to an

nfinned one is characterized by an efficiency which can be de-
ned in different ways. To allow significant comparisons between

he present numerical results and the experimental results of in-
erest here �6,7�, wet fin efficiencies are evaluated from the en-
halpy distributions using the relationship

�h =
i�t̄a,�̄a� − i�t̄ f�

i�t̄a,�̄a� − i�tb�
�15�

here i�t̄a , �̄a� is the enthalpy of the humid air at the average

emperature t̄a and average relative humidity �̄a between inflow
nd outflow, i�t̄ f� is the saturation enthalpy of the humid air at the
verage fin temperature t̄ f, and i�tb� is the saturation enthalpy of
he humid air at the temperature tb of the fin base. The dry fin
fficiency is calculated from the corresponding expression

�d =
t̄a − t̄ f

t̄a − tb

�16�

n some instances, it is convenient to define, for both wet and dry
perations, a sensible heat transfer coefficient. With reference to
he procedure outlined in Ref. �7�, the sensible heat transfer rate is
rst evaluated as

qa = ṁacpa�t̄ai − t̄ao� �17�

rom the average inflow t̄ai and outflow t̄ao temperatures of the
umid air. Then the sensible heat transfer coefficient is calculated
rom the expression

h0 =
qa

�0A0�tlm
�18�

here �0 is the overall fin efficiency, related to the fin surface area
f, the total heat transfer area A0, and the dry fin efficiency �d by

he expression

�0 = 1 −
Af

A0
�1 − �d� �19�

he log-mean temperature difference is expressed as

�tlm =
�t̄ao − tbo� − �t̄ai − tbi�

ln��t̄ao − tbo�/�t̄ai − tbi��
�20�

here t̄a is the average air temperature, and tbi and tbo are the
emperatures of the fin base at inflow and outflow, respectively.

umerical Simulations
As already mentioned, the formulation illustrated here does not

ely on a particular numerical technique. However, in the present
tudy, we utilized an equal-order finite-element procedure for
pace discretization and a pseudotransient algorithm to obtain the
teady-state solutions �15,16�. The technique used to deal with the
ressure-velocity coupling in the Navier–Stokes equations is de-
cribed in Ref. �17�. A sequential approach is adopted for the
olution of momentum, energy, and species conservation equa-

ions. Equal-order interpolation is used in the approximation of

ournal of Heat Transfer
velocity components and pressure, while the stabilization of the
flow field is achieved by means of a consistent Petrov-Galerkin
�SUPG� formulation �19�. The second derivatives of the finite-
element solution, necessary for the computation of the SUPG sta-
bilization terms, are approximated as suggested in Ref. �20�. As a
first test of the model �10�, we considered a boundary-layer solu-
tion for the flow of moist air in contact with a cold plate �21�. The
comparisons reported in this paper are much more exhaustive,
since they are based on the experimental results of Wang and
co-workers for rectangular fins �6� and wavy fins �7� under dehu-
midifying conditions.

In our analysis, we considered the laminar flow of moist air,
treated as an incompressible and constant property fluid. The val-
ues of the thermophysical properties used in the calculations were
�=1.19 kg/m3, �=1.84	10−5 kg/ �m s�, D=2.60	10−5 m2/s,
cp=1.03 kJ/ �kg K�, k=2.62	10−2 W/ �m K�, and Hvl

=2480 kJ/kg. Steady-state solutions were obtained as the final
stages of pseudotransient simulations starting from arbitrary initial
conditions. Unconditionally stable schemes of the implicit type
were used for time integration. Before the final runs, grid and
time-step independence were established on the basis of calcula-

Fig. 1 Rectangular fins: „a… geometry „not to scale… and loca-
tion of thermocouples and „b… computational domain
tions in which the distance between grid points and the time step

OCTOBER 2007, Vol. 129 / 1397
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ere progressively reduced from one simulation to another. When
urther reductions of distances, or of time steps, led to changes in
he average convection coefficients smaller than 1%, the results
ere considered to be independent of the grid or of the time step,

espectively.

onvective Heat and Mass Transfer on Rectangular
ins
The first comparison is carried out with reference to the experi-
ents illustrated in Ref. �6�, concerning condensation on rectan-

ular plane fins. The geometry of the test section and the location
f the thermocouples are illustrated in Fig. 1�a�. The thermo-
ouples were positioned near the leading edge at x /L=0.25 and
ear the trailing edge at x /L=0.75 of one of the fins, and were
ertically spaced at �z /L=0.1 intervals �6�. The aluminum alloy
061, having a thermal conductivity k=150 W/ �m K�, was cho-
en as the base and fin material, and the height and length of the
ns were H=L=100 mm. The fin thickness was Wt=2 mm, and

he fin spacing was Ws=3 mm. The experimental conditions were
s follows �6�.

• In wet tests, inlet dry bulb temperature t̄ai=27°C, base fin
temperature tb=9°C �uniform�, and inlet relative humidity
�i=50%, 70%, and 90%.

• In dry tests, inlet dry bulb temperature t̄ai=20°C, base fin
temperature tb=35°C �uniform�, and inlet relative humidity

ig. 2 Rectangular fins in wet conditions at �i=50% with three
ifferent frontal velocities uf: „a… temperature distributions and
b… mass flow rates of vapor condensing per unit area of the fin
urfaces
�i=70%.

398 / Vol. 129, OCTOBER 2007
Using the experimental values as boundary conditions, systematic
computations were carried out for several values of the frontal
velocity uf in the range 0.3
uf 
6 m/s. The corresponding range
of Reynolds numbers Re=�uiDh /� was 180
Re
3600, where
Dh is the hydraulic diameter of the flow passages and ui=uf�Ws

+Wt� /Ws is the inlet velocity. Advantage of existing symmetries
was taken in the definition of the computational domain, which is
shown in Fig. 1�b�. The final computational grid consisted of
94,864 nodes and 86,640 eight-node exahedral elements and the
time step �� used in the final calculations was equal to 0.0001 s.

The distributions of temperature and mass flow rates of vapor
condensing per unit area of the fin surface during the wet tests are
illustrated in Figs. 2 and 3, where reference is made to the inlet
relative humidities �i=50% and �i=70%, respectively, and three
different frontal velocities uf. In the white areas, no condensation
occurs because the fin temperature is above the local dew point
temperature. Elsewhere, the rate of condensation decreases from
inflow to outflow, since the decrease of the mass fraction of water
vapor in the air stream has a more significant effect than the
decrease of fin temperatures. The extensions of the dry and wet
portions of the fin, in addition to being correlated to the tempera-
ture distributions, are clearly influenced by the frontal velocity of
the main flow and the inlet relative humidity. In particular, the
decrease of the frontal velocity uf from 6.0 m/s to 0.75 m/s
causes an increase of both the average height and the inclination
of the boundary, which separates the dry and wet portions. A

Fig. 3 Rectangular fins in wet conditions at �i=70% with three
different frontal velocities uf: „a… temperature distributions and
„b… mass flow rates of vapor condensing per unit area of the fin
surfaces
similar effect is obtained by increasing the inlet relative humidity
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rom 50% to 70%. In fact, the dry-wet boundary moves upward
nd increases its inclination and, at �i=70% and uf =0.75 m/s,
he whole fin is wet. At �i=90%, the temperature remains below
he local dew point on the whole fin for all frontal velocities.
onsequently, the �i=90% results are of little interest and have
ot been reported here. We can also add that, from a qualitative
oint of view, all numerically determined distributions of mass
ow rates of vapor per unit area compare favorably with the cor-
esponding visualizations of Lin et al. �6�, which cannot be re-
orted here.

More quantitative comparisons can be carried out between
omputed temperatures and temperatures measured at selected lo-
ations �6�. The comparisons illustrated in Fig. 4 concern the �i
50% case and two frontal velocities: uf =0.5 and 4 m/s. As can
e seen, the agreement is quite good. In particular, the expected
rends are confirmed since the dimensionless temperatures t*= �tf

t̄a� / �tb− t̄a� near the leading edge, at x /L=0.25, are lower than
hose near the trailing edge, at x /L=0.75. Analogous results, re-
orted in Figs. 5 and 6, have been obtained also for �i=70% and
i=90%.
In Fig. 7, calculated and experimental values of wet and dry fin

fficiencies are compared in the whole range of Reynolds num-

ig. 4 Rectangular fins in wet conditions at �i=50%: experi-
entally †6‡ and numerically determined values of dimension-

ess temperatures for „a… uf=0.5 m/s and „b… uf=4.0 m/s
ers considered. The overall agreement is very good. Moreover,

ournal of Heat Transfer
the numerical simulations correctly yield wet fin efficiencies con-
sistently lower than the corresponding dry fin efficiencies. In fact,
because of the latent heat contribution, total heat transfer rates are
higher in wet conditions. Thus, in wet conditions, heat conduction
through the fin is less effective in maintaining a low temperature
gradient along the fin. Finally, it can be pointed out that both wet
and dry efficiencies decrease with the Reynolds number since
convection coefficients increase with the Reynolds number, thus
increasing heat loads on the fin.

Convective Heat and Mass Transfer on Wavy Fins
The second comparison is carried out with reference to the

experiments illustrated in Ref. �7�, concerning condensation on
wavy fins. Boundary conditions and geometry of the domain,
schematized in Fig. 8�a�, were the same referred to in some of the
tests carried out by Lin et al. �7�. Also in this case, the aluminum
alloy 6061, having a thermal conductivity k=150 W/ �m K�, was
chosen as the base and fin material. As shown in Fig. 8, the ge-
ometry, which consists of several two-wave fins, can be described
in terms of height H=100 mm, total length L=150 mm, fin thick-
ness Wt=3.2 mm, fin spacing Ws=2.6 mm, and fin inclination
angle �=15 deg. The boundary conditions utilized in the simula-

Fig. 5 Rectangular fins in wet conditions at �i=70%: experi-
mentally †6‡ and numerically determined values of dimension-
less temperatures for „a… uf=0.5 m/s and „b… uf=4.0 m/s
tions were as follows.
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• In wet tests, inlet dry bulb temperature t̄ai=27°C, base fin
temperature tb=13°C �uniform�, and inlet relative humidity
�i=85%.

• In dry tests, inlet dry bulb temperature t̄ai=27°C, base fin
temperature tb=13°C �uniform�, and inlet relative humidity
�i=40%.

ystematic computations were carried out for several values of the
rontal velocity uf in the range 0.3
uf 
4 m/s. The correspond-
ng range of Reynolds numbers Re=�uiDh /� was 220
Re

2900.
The computational domain is shown in Fig. 8�b�. In the impo-

ition of the thermal boundary conditions, advantage was taken of
he existing space periodicity in the transverse direction. The final
omputational grid consisted of 175,440 nodes and 161,280 eight-
ode exahedral elements and the time step �� used in the final
alculations was equal to 0.0001 s.

With respect to the experimental measurements, numerical
imulations may yield more detailed information on the variables
f interest. As an example, the streamlines in the corner regions at
he horizontal midplane z /H=0.5 are reported in Fig. 9 for two

ig. 6 Rectangular fins in wet conditions at �i=90%: experi-
entally †6‡ and numerically determined values of dimension-

ess temperatures for „a… uf=0.5 m/s and „b… uf=4.0 m/s
ifferent values of the frontal velocity �uf =0.3 and 4 m/s�. At the

400 / Vol. 129, OCTOBER 2007
lower frontal velocity, there is no recirculation, while at the higher
frontal velocity, a flow recirculation region is present at each cor-
ner; its size increases from inflow to outflow.

The distributions of temperature and mass flow rates of vapor
condensing per unit area of the fin surfaces are shown in Fig. 10
for �i=85% and uf =4 m/s. Once again the numerically deter-
mined distribution of mass flow rates of vapor per unit area, in
addition to being correlated with the temperature distribution,
compares favorably with the corresponding visualization of Lin et
al. �7� �not reported here�.

On the basis of the available experimental data �7�, quantitative
comparison can also be carried out between the measured and
computed values of the sensible heat transfer coefficient. As can
be seen from Fig. 11, the agreement is quite good. It is also worth
noting that, as expected, the sensible heat transfer coefficients in
wet conditions are higher than in dry conditions. This increase,
however, is mainly due to the definition �18�, whose denominator
includes the fin efficiency �lower in wet conditions�.

Conclusions
The modeling of heat and mass transfer under dehumidifying

conditions requires the solution of a coupled problem, since inter-
face temperatures, obtained from the solution of the energy equa-
tion in adjacent fluid and solid regions, are used to set the appro-
priate boundary conditions for the transport equation of water
vapor in moist air. The energy equation must be solved in the
whole domain, and the latent heat flux on the interfaces where
condensation occurs must be taken into account. The latent heat
flux affects the temperature distribution and, consequently, the
mass flow rate of vapor at the interface. Thus, because of the
coupling between conduction and convection, the temperature and
mass concentration fields become coupled through the boundary
conditions. In the examples of application reported here, the gov-
erning differential equations have been solved by a finite-element
procedure. However, the solution steps have been formulated in a
continuous setting, where no reference is made to the particular
space discretization technique employed afterward. The accuracy
and reliability of the proposed methodology have been demon-
strated by means of comparisons with the experimental results
concerning rectangular and wavy fins under dehumidifying condi-

Fig. 7 Rectangular fins: experimentally †6‡ and numerically
determined values of dry „�i=40% … and wet „�i=70% … fin
efficiencies
tions.
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ig. 8 Wavy fins: „a… geometry „not to scale… and „b… compu-

ational domain
ig. 9 Streamlines in the corner regions on the horizontal mid-
lane z /H=0.5 of wavy fins for two different values of the fron-
al velocity uf

ournal of Heat Transfer
Fig. 11 Wavy fins: experimentally †7‡ and numerically deter-
mined values of dry „�i=40% … and wet „�i=85% … heat transfer
Fig. 10 Wavy fins in wet conditions at �i=85% and uf=4 m/s:
„a… temperature distribution and „b… mass flow rate of vapor
coefficients
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omenclature
A � area, m2

cp � specific heat at constant pressure, J/�kg K�
Dh � hydraulic diameter, m
D � diffusion coefficient, m2/s
h0 � sensible heat transfer coefficient, W/ �m2 K�
H � height, m

Hvl � latent heat of condensation, J/kg
i � enthalpy of moist air, J/kg
k � thermal conductivity, W/�m K�
L � length, m

ṁa � mass flow rate of air, kg/s
ṁv� � mass flow rate of vapor per unit area,

kg/ �m2 s�
n � outward normal, m
p � pressure, Pa
q � heat flow rate, W

q� � heat flux, W/m2

Rv � gas constant, kJ/�kg K�
Re � Reynolds number, Re=�uiDh /�

t � temperature, °C
T � absolute temperature, K
uf � frontal velocity, m/s
ui � inlet velocity, m/s
v � velocity vector, m/s

W � width, m
x ,y ,z � Cartesian coordinates, m

reek Symbols
� � angle
� � efficiency
� � relative humidity
� � mass fraction of water vapor, kgvapor /kgmoist air
� � dynamic viscosity, kg/�m s�
� � density, kg/m3

� � time, s

uperscript
- � average value

ubscripts
a � air
b � base of the fin
d � dry
f � fin
h � wet
i � inlet
o � outlet
n � normal
s � saturation

w � wall
� � latent
� � tangential
402 / Vol. 129, OCTOBER 2007
0 � referred to the total heat transfer area
* � dimensionless value
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Natural-Convection Flow Along a
Vertical Complex Wavy Surface
With Uniform Heat Flux
A natural-convection boundary layer along a vertical complex wavy surface with uniform
heat flux has been investigated. The complex surface studied combines two sinusoidal
functions, a fundamental wave and its first harmonic. Using a method of transformed
coordinates, the boundary-layer equations are mapped into a regular and stationary
computational domain. The transformed equations can then be solved straightforwardly
by any number of numerical methods designed for regular and stationary geometries. In
this paper, an implicit finite-difference method is used. The results were readily obtained
on a personal computer. The numerical results demonstrate that the additional harmonic
substantially alters the flow field and temperature distribution near the surface. The
induced velocity normal to the y axis can substantially thicken the boundary layer, im-
plying that its growth is not due solely to the momentum and thermal diffusion normal to
the y axis along a wavy surface. �DOI: 10.1115/1.2755062�
Introduction
The method of transformed coordinates was originally pro-

osed in Refs. �1–3� as a tool to solve heat-transfer problems in
he presence of irregular surfaces of all kinds. Since then, many
apers have been published for convection along a wavy surface
or different fluids �4–25�. Recently, natural convection along a
omplex wavy surface consisting of two sinusoidal surfaces with
uniform surface temperature has been investigated �26�. The

esults show that the additional harmonic substantially alters the
ow field and temperature distribution, and thickens the boundary

ayer; moreover, the total heat-transfer rate for a roughened sur-
ace is greater than that for a corresponding flat plate. The current
tudy is motivated by �26�, but with uniform wall heat flux, an-
ther thermal condition commonly used in heat-transfer studies.

Formulation of the Problem
Consider a steady two-dimensional laminar free-convection

oundary layer of a viscous incompressible fluid along a semi-
nfinite vertical complex wavy surface with uniform surface heat
ux qw and T� ambient temperature of the fluid. The boundary-

ayer analysis outlined below allows an arbitrary �̂�x̂�, but the
etailed numerical work assumes that the surface exhibits a par-
icular sinusoidal-based variation from a flat surface. This com-
lex wavy surface is described by

ŷw = �̂�x� = â1 sin�2�x̂

L
� + â2 sin�4�x̂

L
� �1�

here L is the fundamental wavelength associated with the wavy
urface, and â1 and â2 are the fundamental and harmonic ampli-
udes of the complex wavy surface, respectively.

The geometry of the complex wavy surface and the two-
imensional Cartesian coordinate system are shown in Fig. 1. Un-
er the usual Boussinesq approximation, the flow is governed by
he following equations of continuity, momentum, and energy
Eqs. �2�–�5�, respectively�:

�û

�x̂
+

�v̂

�ŷ
= 0 �2�
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û
�û

�x̂
+ v̂

�û

�ŷ
= −

1

�

�p̂

�x̂
+ ��2û + g��T − T�� �3�

û
�v̂

�x̂
+ v̂

�v̂

�ŷ
= −

1

�

�p̂

�ŷ
+ ��2v̂ �4�

û
�T

�x̂
+ v̂

�T

�ŷ
=

k

�Cp
�2T �5�

where �x̂ , ŷ� are the dimensional Cartesian coordinates, �û , v̂� are
the velocity components parallel to �x̂ , ŷ�, g is the acceleration due
to gravity, p̂ is the pressure of the fluid, � is the density, k is the
thermal conductivity, Cp is the specific heat at constant pressure,
and ��=� /�� is the kinematic viscosity, where � is the constant
viscosity of the fluid in the boundary-layer region.

The boundary conditions for the present problem are

û = 0 v̂ = 0 qw = − k�n̂ · �T̂� at ŷ = ŷw = ��x̂�
�6�

û = 0 T = T� as ŷ → �

where n̂ is the unit vector normal to the complex wavy surface.
The following nondimensional variables are introduced:

x =
x̂

L
y =

ŷ − �̂�x̂�
L

Gr1/5 u =
�L

�
Gr−2/5û v =

�L

�
Gr−1/5�v̂

− �xû�

p =
L2

�v2Gr−4/5p̂ � =
T − T�

�qwL

k
�Gr1/5 �x =

d�̂

dx̂
=

d�

dx
�7�

a1 =
â1

L
a2 =

â2

L
Gr =

g�qwL4

k�2

where � is the dimensionless temperature. The transformed coor-
dinates of �x ,y� are not orthogonal, but advantages over solving
the problem in the original physical domain are obvious since a
regular rectangular computational grid can be easily fitted to the
transformed space and the boundary conditions can be rigorously

accommodated.
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After introducing the transformations given in Eq. �7� into Eqs.
2�–�5�, the following dimensionless governing equations are ob-
ained after ignoring terms of smaller orders of magnitude in Gr,
he Grashof number defined in Eq. �7�,

�u

�x
+

�v
�y

= 0 �8�

u
�u

�x
+ v

�u

�y
= −

�p

�x
+ �xGr1/5�p

�y
+ �1 + �x

2�
�2u

�y2 + � �9�

�x�u
�u

�x
+ v

�u

�y
� + �xxu

2 = − Gr1/5�p

�y
+ �x�1 + �x

2�
�2u

�y2 �10�

u
��

�x
+ v

��

�y
=

1

Pr
�1 + �x

2�
�2�

�y2 , �11�

here Pr represents the Prandtl number, which is defined as

Pr =
�Cp

k
�12�

Equation �10� indicates that the pressure gradient along the y
irection is 0 �Gr−1/5�, which implies that the lowest order pres-
ure gradient along the x direction can be determined from the
nviscid-flow solution. In the present problem, this pressure gra-

ig. 1 „a…: Physical model and coordinate system. „b… Com-
lex wavy surface. Curve A: a1=0.5, a2=0.2; curve B: a1=0.2,
2=0.5.
ient is zero because there is no externally induced free stream.

404 / Vol. 129, OCTOBER 2007
Equation �9� further shows that Gr1/5�p /�y is 0 �1� and is deter-
mined by the left-hand side of this equation. Thus, the elimination
of �p /�y between Eqs. �9� and �10� leads to

Fig. 2 Surface temperature distribution for Pr=1

Fig. 3 Velocity vectors for „a… a1=0.5, a2=0.2 and „b… a1=0.2,

a2=0.5
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f

F
=

J

u
�u

�x
+ v

�u

�y
= �1 + �x

2�
�2u

�y2 −
�x�xx

1 + �x
2u2 +

1

1 + �x
2� �13�

The boundary conditions for the present problem turn into

u = v = 0
��

�y
= −

1

�1 + �x
2

at y = 0

�14�
u = 0 � = 0 as y → �

Another transformation is used to solve Eqs. �8�, �11�, and �13�

X = x, Y =
y

�5x�1/5 U�X,Y� =
u

�5x�3/5

�15�

V�X,Y� = �5x�1/5v 	�X,Y� =
�

�5x�1/5

Using Eq. �15�, Eqs. �8�, �11�, and �13� take the following
orms:

�5X�
�U

+ 3U − Y
�U

+
�V

= 0 �16�

ig. 4 Normal velocity distribution at „a… X=0.25 and „b… X
0.75
�X �Y �Y

ournal of Heat Transfer
�5X�U
�U

�X
+ �V − UY�

�U

�Y
+ �3 +

5X�x�xx

1 + �x
2 �U2 = �1 + �x

2�
�2U

�Y2

+
1

1 + �x
2	 �17�

�5X�U
�	

�X
+ �V − UY�

�	

�Y
+ U	 =

1

Pr
�1 + �x

2�
�2	

�Y2 �18�

The corresponding boundary conditions are

U = V = 0
�	

�Y
= −

1

�1 + �x
2

at Y = 0 �19a�

U → 0 	 → 0 as Y → � �19b�

Now, equations �16�–�18� subject to the boundary conditions �19�
are discretized by a central-difference scheme for the diffusion
terms and a backward-difference scheme for the convection terms.
The resulting implicit tridiagonal algebraic system is solved by a
double-sweep technique.

The computation is started at X=0, and then marches down-
stream implicitly. The ordinary differential equations governing
the upstream condition at X=0 can be obtained by taking the limit
of Eqs. �16�–�18� as X approaches zero. The associated boundary
conditions are Eqs. �19� with X=0. This is, in fact, the similarity

Fig. 5 Tangential velocity distribution at „a… X=0.25 and „b… X
=0.75
solution of a natural-convection boundary layer along a flat plate
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t a slant angle,tan−1 �x, with the y axis. The Y and X grids are set
t 0.01, and the maximum value of Y is 80 in the following com-
utations after several test runs for convergence.

Results and Discussion
The numerical results are presented for various combinations of

he fundamental amplitude a1 �0.0, 0.2, 0.5� and the harmonic
mplitude a2 �0.0, 0.2, 0.5� of the complex wavy surface. Figure 2
epicts the numerical values of the surface temperature distribu-
ion, 	w, for different cases of the values of a1 and a2. It is shown
hat the value of the surface temperature is larger when the am-
litude of the harmonic wave a2 increases beyond that of the
undamental wave a1. Equivalently, the cooling capability of the
atural-convection boundary layer is reduced. This is because the
hermal boundary layer is thickened by the centrifugal force along
he curved surface. The curvature of the harmonic wave is larger;
onsequently, it induces a larger normal velocity near the surface,
s shown in the plot of velocity vectors in Fig. 3 and the distri-
ution of normal velocities in Fig. 4. The effect of thickening of
he thermal boundary layer is also clearly confirmed by the plot of
he axial-velocity distributions �Fig. 5� and the temperature distri-
utions �Fig. 7�. The total heat-transfer rate is proportional to the
urface area since the applied thermal boundary condition is a
niform wall heat flux, but the “hot-spot” temperature for a com-
lex wavy surface is higher.

The effects of the fundamental and the harmonic amplitudes on
he normal and the tangential velocities at X=0.25 and X=0.75 are
llustrated in Figs. 4 and 5, respectively. It is shown in Fig. 5 that
he tangential velocity is larger than that for a flat plate near the

ig. 6 Streamlines for „a… a1=0.5, a2=0.2 and „b… a1=0.2, a2
0.5
rest or trough of a simple sinusoidal wavy surface. On the other

406 / Vol. 129, OCTOBER 2007
hand, increasing values of the amplitude of the harmonic wave of
the complex wavy surface retard the fluid motion near the surface
but generate more fluid motion away from the surface, resulting in
a much thicker momentum boundary layer. This is due to the fact
that the complex wavy surface induces a complicated motion nor-
mal to the surface, as shown in Fig. 3. From Fig. 5, it is clear that
the maximum velocity occurs at the crest of the complex wavy
surface, and the additional harmonic of the complex wavy surface
substantially alters the flow field and temperature distribution near
the surface. The thickness of the thermal boundary layer for a
complex wavy surface is consequently much larger than a simple
sinusoidal wavy surface. The effect of a larger curvature of a
complex surface on natural convection near the surface of con-
stant heat flux on the wall is consistent with what have been found
for the case of a constant wall temperature �26�.

Figure 6 shows the streamlines for two cases. The complex
wavy surface induces a local “approaching and leaving” flow
slightly downstream from the trough and slightly upstream of the
crest of the complex wavy surface. Such a flow pattern is the
mechanism that alters the surface temperature distribution. It is
seen that for case �a� the value of 
max within the computational
domain is 0.13; for case �b� the value of 
max is 0.18. In case �b�,
the harmonic amplitude plays the dominant role since the ap-
proaching and leaving flow rate is larger than that for case �a�. It
is interesting to note that the wavelength of the streamline is com-
parable to that of the shorter wave. This information may have
some impact on triggering the boundary-layer transition by “shap-
ing” the leading edge of the plate.

For the above cases, the isotherm pattern is shown in Fig. 7.
The temperature distribution increases in the downstream region

Fig. 7 Isotherms for „a… a1=0.5, a2=0.2 and „b… a1=0.2, a2=0.5
within the boundary layer, but the temperature distribution is sig-
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ificantly higher for case �b�, where the thickness of the thermal
oundary layer is almost twice that of case �a�. Temperature dis-
ributions at X=0.25 and 0.75 are plotted in Fig. 8. They show that
he temperature distribution is more sensitive to the amplitude
ariation of the harmonic than the fundamental wave. This is not
surprise and is consistent with the velocity disturbance near the

omplex wavy surface.

omenclature
a1 � fundamental amplitude of the surface waves
a2 � harmonic amplitude of the surface waves
Cp � specific heat at constant pressure

g � acceleration due to gravity
L � characteristic length associated with the wavy

surface
Gr � Grashof number

p � pressure of the fluid
Pr � Prandtl number
T � temperature of the fluid in the boundary layer

T� � temperature of the ambient fluid
qw � heat flux at the surface

u ,v � the dimensionless x and y components of the
velocity

û , v̂ � the dimensional x̂ and ŷ components of the
velocity

x̂ , ŷ � coordinates, defined in Fig. 1�a�

ig. 8 Temperature distribution at „a… X=0.25 and „b… X=0.75
hile Pr=1
ournal of Heat Transfer
Greek symbols
� � volumetric coefficient of thermal expansion
� � density of the ambient fluid
� � kinematic coefficient of viscosity
� � dynamic coefficient of viscosity
k � thermal conductivity

� ,	 � dimensionless temperature function
��x� � surface profile function defined in Eq. �1�
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Thermal Optimization of an
Internally Finned Tube Using
Analytical Solutions Based on a
Porous Medium Approach
The present work deals with thermal optimization of an internally finned tube having
axial straight fins with axially uniform heat flux and peripherally uniform temperature at
the wall. The physical domain was divided into two regions: One is the central cylindri-
cal region of the fluid extending to the tips of the fins and the other constituted the
remainder of the tube area. The latter region including the fins was modeled as a fluid-
saturated porous medium. The Brinkman-extended Darcy equation for fluid flow and
two-equation model for heat transfer were used in the porous region, while the classical
Navier–Stokes and energy equations were used in the central cylindrical region. The
analytical solutions for the velocity and temperature profiles were in close agreement
with the corresponding numerical solution as well as with existing theoretical and ex-
perimental data. Finally, optimum conditions, where the thermal performance of the
internally finned tube is maximized, were determined using the developed analytical
solutions. �DOI: 10.1115/1.2754866�

Keywords: porous medium approach, internally finned tube, analytical solutions, ther-
mal optimization
Introduction
The need for compact and efficient heat transfer equipment has

timulated research efforts in the area of heat transfer augmenta-
ion. In order to enhance the rate of heat transfer, finned surfaces
ave been applied to cooling devices for electronic equipment and
ompact heat exchangers for many years �1–4�. The apparent ad-
antage of fins is that they increase the heat transfer rate by pro-
iding additional surface area. However, fins placed in a tube
ause complex flow patterns and increase flow resistance. As the
umber or the height of fins increases, flow friction increases, thus
equiring greater pumping power to sustain a given mass flow
ate. Therefore, to design a compact heat exchanger with inter-
ally finned tubes, we should optimize the fin geometry by ac-
ounting for both flow friction and heat transfer.

In optimizing the thermal performance of an internally finned
ube, many previous researchers have relied on experimental and
umerical methods. These often involved tedious numerical cal-
ulations or extensive laboratory works in order to evaluate the
ffects of numerous parameters �5–12�. On the other hand, with
nalytical solutions, identification of important parameters as well
s optimization of the thermal performance can be accomplished
ith ease. This idea has encouraged researchers to turn their at-

ention to the analytical approach for predicting the pressure drop
nd thermal characteristics in the internally finned tube. Due to
he complexity of the flow boundary, there are only a few works
hat present the analytical solutions for internally finned tubes. Hu
nd Chang �13� provided analytical solutions for both velocity and
emperature in an internally finned tube, assuming zero fin thick-
ess and a constant and uniform heat flux at each fin. Soliman and
eingold �14� presented an analytical solution for the fully devel-
ped laminar flow. Soliman �15� obtained an analytical solution
or temperature distributions and the Nusselt number by consider-
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ing fins with finite thermal conductivities, under the assumptions
of a circumferentially uniform temperature within the fins and
zero heat flux at the tip of the fins. However, these solutions have
limited applicability due to various simplifying assumptions em-
ployed in their studies. Also, no previous studies have considered
the optimal geometry of the fins accounting for both flow friction
and heat transfer characteristics.

Because of the complex geometry, fluid flow, and heat transfer
characteristics of internally finned tubes, the conventional energy
equation cannot be solved analytically without invoking specific
assumptions used in the previous studies. As an alternative, a po-
rous medium approach was selected for modeling fluid flow and
heat transfer through fins in a channel �16–18�. Srinivasan et al.
�19� studied fluid flow and heat transfer through spirally fluted
tubes using a porous substrate approach. The model divided the
flow domain into two regions, the fluted region and the core re-
gion, with the flutes modeled as a porous substrate. Although there
is a large difference between the thermal conductivities of the
fluid and the internal fins, they used the one-equation model,
which treats the flutes and the fluid as a single entity. By contrast,
a porous medium approach based on the two-equation model is
more appropriate in approaching the problems when the local
thermal equilibrium is no longer valid. Recently, Kim et al. �20�
presented the analytical solutions for both velocity and tempera-
ture profiles in a circular-sectored finned tube using this approach.
However, their solutions are applicable only when the fin height
equals the tube radius.

The purpose of the present paper is to optimize the fin geometry
for enhancing the thermal performance of internally finned tubes
with axial straight fins under the fixed pumping power condition.
To attain this goal, new analytical solutions, which can accurately
predict the velocity and temperature profiles within the tube, are
obtained by modeling the internally finned tube as a tube filled
partially with a porous medium. The analytical solutions were
validated by comparison with the corresponding numerical solu-
tions as well as with existing theoretical and experimental data.

Finally, the porous medium formulation was used to perform ther-
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al optimization of the internally finned tube. This demonstrates
he cost and speed advantage of this type of analytical solution.

Mathematical Formulation and Analytical Solutions
The internally finned tube under consideration in this paper is

hown in Fig. 1�a�. The direction of fluid flow is parallel to the
ube axis. The entire tube wall is uniformly heated. Axial straight
ns with no swirl angle are attached to the inside surface of the

ube wall. The flow is assumed to be steady, laminar, and both
ydrodynamically and thermally fully developed. All thermo-
hysical properties are assumed to be constant. The physical do-
ain of the internally finned tube is divided into two regions

eparated by a cylinder of radius ri, as shown in Fig. 1�a�
14,15,19�: Region I is the central cylindrical region extending to
he tips of the fins, and region II constitutes the remainder of the
ube area, having a periodic structure consisting of fin and fluid,
.e., its solid and fluid phases repeat themselves in a regular pat-
ern, as shown in Fig. 1�a�. Region II is modeled as an equivalent
orous medium �20�, as shown in Fig. 1�b�. Mathematically, this
s equivalent to averaging the physical domain in the direction
arallel to the wall but perpendicular to the flow direction. For the
resent system, the representative elementary volume for volume
veraging can be visualized as a �dotted� ring, as shown in Fig.
�a�. The averaging technique is employed to establish the gov-

ig. 1 Schematics of „a… an internally finned tube and „b… an
quivalent porous medium
rning equations for the velocity and temperature fields of the

ournal of Heat Transfer
solid �fin� and fluid phases in region II. For fluid flow, the
Brinkman-extended Darcy equation is used in place of the Darcy
equation in order to account for the boundary effect. Due to the
high solid-to-fluid conductivity ratio, the two-equation model for
heat transfer, which treats the solid and the fluid as separate enti-
ties, is employed. On the other hand, the classical Navier–Stokes
and energy equations accounting for variations in the � and r
directions govern the central cylindrical region, region I.

For the convenience of mathematical formulation, we introduce
the following dimensionless parameters:

�U� j =
�u� j

r0
2�− �1/� f��dp/dx��

��� j =
�T� j − Tw

qw� r0/kf

R =
r

r0
for j = s, f

�1�

where � � f and � �s denote a volume-averaged value over the fluid
and solid phases in region II, respectively.

Velocity and energy equations are required for each of the three
phases: the fluid of region I, fluid of region II, and solid of region
II. These equations are expressed in dimensionless form as fol-
lows:

Momentum equations,

1

R

�

�R
�R

�U

�R
� +

1

R2

�2U

��2 = − 1 0 � R � Ri
− �2�

1

R

d

dR
�R

d�U� f

dR
� −

�U� f

DaR2 = − 1 Ri
+ � R � 1 �3�

�U�s = 0 Ri
+ � R � 1 �4�

Energy equations,

1

R

�

�R
�R

��

�R
� +

1

R2

�2�

��2 =
2U

Um
0 � R � Ri

− �5�

1

R

d

dR
�R

d��� f

dR
� +

hl
*

kfeR
2 ����s − ��� f� =

2�U� f

Um
Ri

+ � R � 1 �6�

1

R

d

dR
�R

d���s

dR
� =

hl
*

kseR
2 ����s − ��� f� Ri

+ � R � 1 �7�

where Da, hl, kse, and kfe are the Darcy number, the interstitial
heat transfer coefficient, and the effective thermal conductivities
for the solid and fluid phases, respectively. These parameters are
analytically determined as �20�

Da =
�2

12
hl =

Nui,�kf

2r�
Nui,� = 10 hl

* = 2rhl/�� + ��

�8�
kse = �1 − ��ks kfe = �kf

The convection terms on the right-hand side of Eqs. �5� and �6�
are derived from the energy balance for the fully developed flow
subject to a constant heat flux at the tube wall �21�

qw� = 	 fcfum
r0

2

�T

�x
= 	 fcfum

r0

2

��T� f

�x
�9�

For region II, the boundary conditions for solving Eqs. �3�, �4�,
�6�, and �7� are given by

�U� f = �U�s = 0 ��� f = ���s = 0 at R = 1 �10�

�U� f = Ufi = Ui/� ��� f = � fi ���s = �si at R = Ri
+ �11�

where Ufi, � fi, and �si are dimensionless interfacial velocity and
temperatures of the fluid and solid phases, respectively. In addi-
tion, the boundary conditions for solving Eqs. �2� and �5�, which

take account of the variations in the R and � directions, are
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�U

�R
= 0

��

�R
= 0 at R = 0 �12�

�U

��
=

��

��
= 0 at � = 0 �13�

�U

��
=

��

��
= 0 at � = 
 �14�

long the interface between regions I and II, two entities are
eriodically repeated where the fluid is sandwiched between the
djacent fins. As boundary conditions of Eqs. �2� and �5�, the
eriodic distributions for the interfacial velocity and temperature
ere expressed in terms of the Fourier cosine series by Min and
im �22�, as shown in Figs. 2�a� and 2�c�. However, the discon-

inuities of the interfacial velocity and temperature profiles at the
ntersection between the fin and fluid portions at the interface
ause a substantial overshoot near this point, which is known as
ibbs’ phenomenon �23�. In order to overcome this problem, a
arabolic profile for velocity and a quadratic profile for tempera-
ure are suggested in the present study, as shown in Figs. 2�b� and
�d�: It is assumed that the interfacial velocity over the fluid por-

Fig. 2 Distributions along the interface between regions I and
by Min and Kim †22‡, and „b… interfacial velocity and „d… temp
ion has the parabolic profile and that over the fin portion has zero

410 / Vol. 129, OCTOBER 2007
value; the interfacial temperature over the fluid portion has the
quadratic profile and that over the fin portion is �si. These periodic
distributions can be mathematically expressed in terms of the Fou-
rier cosine series as follows:

U��� = Ui	1 + 6

n=1

�

An cos�n��



�� at R = Ri

− �15�

���� = �� fi + �1 − ���si + 5�� fi − �si�

n=1

�

Bn cos�n��



� at R = Ri

−

�16�

where

An =
sin��n��
��n��3 −

cos��n��
��n��2

Bn =
3� sin��n��

��n��5 −
3� cos��n��

��n��4 −
� cos��n��

��n��2

Since the interfacial values for Ufi, � fi, and �si have not been

„a… interfacial velocity and „c… temperature profiles presented
ture profiles used in the present study
II:
era
determined, three more conditions are required. Those conditions
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an be obtained from the continuity of shear stress for the fluid
hase and continuity of heat flux for the solid and fluid phases at
he interface between regions I and II, as Min and Kim suggested
22�.

�d�U� f

dR
�

R=Ri
+

=
1

�Ri



0

�
 � �U

�R
�

R=Ri
−
Rid� �17�

kfe�d��� f

dR
�

R=Ri
+

=
1

Ri



0

�
 �kf
��

�R
�

R=Ri
−
Rid� �18�

kse�d���s

dR
�

R=Ri
+

=
1

Ri



�



 �kf
��

�R
�

R=Ri
−
Rid� �19�

or the velocity profile in region I, Eq. �2� subject to boundary
onditions �BCs� �12�–�15� is solved using the method of separa-
ion of variables to yield

U�R,�� = −
R2

4
+

Ri
2

4
+ Ui	1 + 6


n=1

� � R

Ri
�n�/


An cos�n�



���

0 � R � Ri
− �20�

y solving Eq. �3� with BCs �10� and �11�, analytical solution for
he velocity profile of the fluid phase in region II is obtained as
ollows:

�U� f = C1R1/�Da + C2R1/�Da +
Da

1 − 4Da
R2 Ri

+ � R � 1 �21�

imilarly, for the temperature profile in region I, Eq. �5� subject to
Cs �12�–�14� and �16� is solved by using the method of separa-

ion of variables as

��R,�� =
2

Um
�−

R4

64
+

R2

4
�Ui +

Ri
2

4
� − �3Ri

4

64
+

UiRi
2

4
�

− 6Ui

n=1

�
Ri

2

4��n�/
� + 1�� R

Ri
�n�/


�	1 − � R �2�A cos�n���

Ri

n

 �

he computational domain, as shown in Fig. 1�a�. The formulation
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+ �� fi + �1 − ���si + 5�� fi

− �si�

n=1

� � R

Ri
�n�/


Bn cos�n��



� �22�

where Um is the mean velocity defined as

Um =
2


�
0



0

Ri

URdRd� + �

Ri

1

�U� fRdR� �23�

Solving Eqs. �6� and �7� with BCs �10� and �11�, analytical solu-
tions for temperatures of the solid and fluid phases in region II are
obtained as follows:

���s =
1

kse + kfe
�kfe�C3R + C4R− + A1R4 + A2R2+1/�Da

+ A3R2−1/�Da� + C5 + C6 ln R +
2kfe

Um
	 C1

�2 + 1/�Da�2
R2+1/�Da

+
C2

�2 − 1/�Da�2
R2−1/�Da +

DaR4

16�1 − 4Da��� �24�

��� f =
1

kse + kfe
�− kse�C3R + C4R− + A1R4 + A2R2+1/�Da

+ A3R2−1/�Da� + C5 + C6 ln R +
2kfe

Um
	 C1

�2 + 1/�Da�2
R2+1/�Da

+
C2

�2 − 1/�Da�2
R2−1/�Da +

DaR4

16�1 − 4Da��� �25�

By substituting Eqs. �20� and �21� and Eqs. �22�, �24�, and �25�
into Eq. �17� and Eqs. �18� and �19�, respectively, the interfacial

values for velocity and temperatures can be determined to be
Ui =
�2Da/�1 − 4Da��Ri + �Ri/2� + ��Da/�1 − 4Da���Ri

1/�Da/�1 − Ri
2/�Da���Ri

1/�Da+1 + Ri
−1/�Da+1 − �2/Ri��

�1/���Da���Ri
1/�Da/�1 − Ri

2/�Da���Ri
1/�Da−1 + Ri

−1/�Da−1� − �6/�Ri
�

n=1

�

An sin��n��

�26�
�si =
nfmc − mfnc

nfms − mfns
� fi =

nsmc − msnc

nsmf − msnf
�27�

he detailed expressions for the coefficients are presented in the
ppendix.

Results and Discussion

3.1 Validation. In order to validate the analytical solutions
resented in this study, the analytical solutions for velocity and
emperature distributions are compared with the corresponding
umerical solutions. The numerical solutions are obtained by solv-
ng the Navier–Stokes and classical energy equations for a conju-
ate heat transfer problem using the control-volume method for
and the numerical method for the conjugate heat transfer problem
are very similar to those by Kim et al. �20�, and for the sake of
brevity are not repeated here. Figure 3 shows the comparison
between the analytical solutions and the corresponding numerical
solutions for the velocity and temperature distributions, which are
averaged along the � direction. As shown in this figure, the
present analytical results are in close agreement with the numeri-
cal results with a maximum error of 5%. The analytical results
were also compared with two previous results �5,14�. First, the
friction factors obtained from the present analytical solutions were
compared with experimental data of Watkinson et al. �5� in Fig. 4.
The analytical results are shown to be in favorable agreement with
the experimental data. Second, the predicted values of the Poi-
seuille number fRe were compared with those calculated by Soli-
man and Feingold �14�. This comparison is shown in Fig. 5. The
OCTOBER 2007, Vol. 129 / 1411
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iscrepancy between the present analytical results and their ana-
ytical results is less than 5% for tubes having seven or more fins.
ased on these results, the porous medium approach is valid for
�7 with a maximum error less than 5%. Similar results were

resented by Kim et al. �20�.
In addition, two limiting cases are considered for validating the

resent analytical solutions: the finless and full-fin tubes. If the fin
eight goes to zero, Ri is 1 and Ui, � fi, and �si are equal to zero. In
his case, Eqs. �20� and �22� reduce to the velocity and tempera-
ure profiles for thermally fully developed Hagen–Poiseuille flow
ith uniform heat flux. When the fin height approaches the tube

nner radius, � fi is equal to �si and Ri and Ui are zero. In this case,
qs. �20�, �24�, and �25� are exactly the same as the analytical
olutions for the velocity and temperature profiles reported by
im et al. �20� for the circular-sectored finned tube. Therefore, the
resent analytical solutions accurately predict the velocity and
emperature distributions for the two limiting cases.

3.2 Discussion on Temperature Distributions. It is obvious
hat the analytical solutions are helpful for identifying the vari-
bles of engineering importance. Equations �22�, �24�, and �25�
how that the variables of engineering importance are the thermal
onductivity ratio, the dimensionless fin height �l=1−Ri�, the
umber of fins �N�, and the porosity ���, which is the ratio of the
ngle between the flanks of two adjacent fins to the angle between

ig. 3 Comparison of the analytical solutions with the numeri-
al solutions for „a… velocity and „b… temperature profiles
l=0.7, �=0.6, N=10, ks /kf=100…
he centerlines of two adjacent fins.
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As mentioned before, Soliman �15� employed two simplifying
assumptions. One is a circumferentially uniform temperature
within the fins and the other is zero heat flux at the tip of the fins.
In this section, we examine the validity of these assumptions by
comparing the averaged solid temperatures in region II. The ther-
mal conductivity ratio is defined as the ratio of thermal conduc-
tivity of the solid to that of the fluid. The influence of this ratio on
the averaged solid temperatures is shown in Fig. 6. Results from
Eq. �24� are compared with the corresponding volume-averaged
temperature distributions from the numerical solutions as well as
those from Soliman’s analytical solutions �15�. The temperature
distributions obtained from the present analytical solutions are
shown to be accurate in comparison with these numerical solu-
tions to within 3.0% �see Fig. 6�. On the other hand, Soliman’s

Fig. 4 Comparison of the analytical solutions with the experi-
mental data †5‡ for the friction factor

Fig. 5 Comparison of f Re between the theoretical results †14‡

and the present results for �=6 deg
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nalytical solutions �15� deviate significantly from the numerical
olutions when the thermal conductivity ratio is small. This devia-
ion results from the assumption of a circumferentially uniform
emperature within the fins. Even though the solid temperature
ariation along the circumferential direction increases with the
ecreasing thermal conductivity ratio, the solid temperature at the
ntersection between the fin and fluid is dealt with by the averaged
olid temperature. Figure 7 illustrates the effect of the number of
ns on the averaged solid temperature profiles. In Fig. 7, the av-
raged solid temperature distribution obtained from Soliman’s
nalytical solution �15� coincides with that obtained from the nu-
erical solution for N=10. This indicates that the assumption of

ero heat flux at the fin tip is valid. However, for the large number
f fins, this assumption is no longer valid. Because the number of
ns in region II increases frictional drag, the flow rate in region I

ncreases. As a result, the local heat transfer coefficient at the fin
ip increases. Therefore, convection heat transfer between the fin
ip and fluid cannot be neglected when the number of fins is larger
han 10. Also, because convection heat transfer between the tips of
ns and fluid and the temperature variation of the fin along the
ircumferential direction increase as the porosity or the dimen-
ionless fin height decreases, the difference in the averaged solid

ig. 6 Effect of the conductivity ratio on the averaged solid
emperature profiles „l=0.7, �=0.6, N=10…

ig. 7 Effect of the number of fins on the averaged solid tem-

erature profiles „l=0.9, �=0.6, and ks /kf=100…

ournal of Heat Transfer
temperatures between the numerical results and Soliman’s results
becomes larger �15�.

Consequently, the simplifying assumptions employed in Soli-
man’s study �15� may lead to significant errors in predicting the
temperature distributions of the internally finned tube, as the num-
ber of fins increases or the thermal conductivity ratio, the porosity,
or the dimensionless fin height decreases. On the other hand, the
present analytical solutions presented in this paper agree well with
the corresponding numerical solutions over a wide range of pa-
rameter values.

3.3 Correction for the Bulk-Mean Temperature. The con-
ventional bulk-mean temperature is calculated by averaging the
product of the velocity and temperature distributions over the
cross-sectional area. Mathematically, the bulk-mean temperature
of an internally finned tube can be written as

Tm =
2


r0
2um

�
0

ro
0




uTrd�dr�
=

2


r0
2um

�
0

ri
0




uTrd�dr +
ri

ro
0




uTrd�dr� �28�

In order to calculate the bulk-mean temperature shown in Eq.
�28�, the velocity and temperature variations of the circumferen-
tial direction as well as the radial direction are needed. However,
in region II, we lost some information, which is the velocity and
temperature variations for the fluid phase in the averaging direc-
tion, since we adopted the porous medium approach based on the
averaging method in this region. In order to compensate the lost
information, a correction for the bulk-mean temperature along the
averaging direction should be made. We replaced the lost varia-
tions of the velocity and temperatures along the averaging direc-
tion with the velocity and temperature distributions for the Poi-
seuille flow between two semi-infinite plates that meet with an
angle of � and are subject to a constant heat flux, in the same
manner of determining the permeability and the interstitial heat
transfer coefficient. It has been shown that this approach devised
by Kim and co-workers �18,20� is very successful in compensat-
ing the lost information for the averaging. Applying this correc-
tion method to the internally finned tube, the corrected dimension-
less bulk-mean temperature can be expressed as

�m =
2


Um
�

0

Ri
0




U�d�RdR + �

Ri

1

�U� f��� fRdR

+ �

��� + ��
2�1 − Ri�

� 1

Nui,�
−

1

Nu�
�	1 −

Ri
2

Um
�Ui +

Ri
2

8
��

� 	 C1

3 + 1/�Da
�1 − Ri

3+1/�Da� +
C2

3 − 1/�Da
�1 − Ri

3−1/�Da�

+
Da

5�1 − 4Da�
�1 − Ri

5��� �29�

where the value for Nu� is 8.235, which is the Nusselt number
based on the bulk-mean temperature for the heat transfer between
two semi-infinite plates that meet with an angle of � subject to a
constant heat flux.

3.4 Evaluation and Optimization of the Thermal
Performance. In order to evaluate the performance of the inter-
nally finned tube, a quantitative criterion for performance evalua-
tion is required. There are many kinds of performance evaluation
criteria by which an objective function �tube material volume,
heat duty, or pumping power� is optimized under the given con-
straint �pumping power, heat duty, or surface area� �2,24�. In the
present study, the thermal resistance and the pumping power are
chosen as the objective function and the constraint, respectively,

to evaluate the thermal performance of the internally finned tube.
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he total thermal resistance is defined as the temperature differ-
nce of the two points of concern per unit heat flow rate �25�. It
an be divided into two terms:

�total =
Tw,out − Tb,in

q
= �conv + �cap �30�

here the first term on the right-hand side is known as the con-
ective thermal resistance �conv and the second term is the capaci-
ive thermal resistance �cap. The former is related to heat transfer
rom the fins to the coolant, and the latter is responsible for the
emperature rise of the coolant from inlet to exit. From the defi-
ition of the bulk-mean temperature, the convective thermal resis-
ance can be represented by

�conv =
1

hfsAfs
=

Tw − Tb,m

qw�L�2�ro�
= −

�m

2�Lkf
�31�

here hfs and Afs are the heat transfer coefficient between the fin
nd the fluid based on the bulk-mean temperature and the surface
rea between the fin and the fluid, respectively.

From the energy balance, the capacitive thermal resistance can
e expressed as

�cap =
1

	 fcfQ
=

� fL

	 fcf�p

1

Um�r0
4 �32�

Optimization of the thermal performance of the internally
nned tube results from the minimization of the total thermal
esistance. In minimizing the total thermal resistance, all physical
roperties of the fluid, tube, and fins were fixed, and the pumping
ower was used as a constraint. The thermal resistance of the
nternally finned tube is minimized in the following example us-
ng the porous medium analytical solutions. In this example, we
emonstrate the cost and speed advantage of the analytical solu-
ions in optimizing the thermal performance of the internally
nned tube.
The thermophysical and geometric details of the internally

nned tube are listed as follows. The working fluid is water, the
aterial of fins is copper, the length and radius of the tube are 1

nd 0.025 m, respectively, and the pumping power is 2.0
10−5 W. Figure 8 describes the variation of the total thermal

esistance in terms of l. Each point marked in this graph represents
he minimum value of the total thermal resistance with respect to

and � as a function of l. For constant pumping power, the
onvective thermal resistance decreases while the capacitive ther-
al resistance increases, as l increases. Consequently, there exists

ig. 8 The variation of the optimized thermal resistances in
erms of dimensionless fin height l under the condition of the
xed pumping power „Do=50 mm, L=1 m, P.P.=2.0Ã10−5 W…
n optimal value, which minimizes the total thermal resistance.
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For a pumping power of 2.0�10−5 W, the minimum thermal re-
sistance is about 0.0256°C/W with the optimum conditions, �
=0.93, N=10, and l=0.77. As shown in Fig. 8, the thermal per-
formance of the optimized internally finned tube is enhanced by
about 80% compared with that of the unfinned tube �l=0� and 3%
compared with that of the optimized circular-sectored finned tube
�l=1�, respectively. The effects of the pumping power and the
tube diameter on the thermal performance of the internally finned
tube were also examined. The total thermal resistance increases as
the pumping power or the tube diameter decreases due to the fact
that the capacitive thermal resistance increases with increasing
flow friction �see Fig. 9�. As the pumping power or the tube di-
ameter decreases, the optimum geometry shifts toward minimiz-
ing flow friction, i.e., toward increasing porosity and decreasing
number of fins and dimensionless fin height.

4 Conclusion
In this study, the new analytical solutions for velocity and tem-

perature profiles in the internally finned tube are presented. Based
on the analytical solutions, the variables of engineering impor-
tance influencing fluid flow and heat transfer in the internally
finned tube are identified as the thermal conductivity ratio, the
height and the number of fins, and the porosity. It is found that
two simplifying assumptions employed in Soliman’s study �15�
may lead to significant errors in predicting the temperature distri-

Fig. 9 The effects of „a… the pumping power and „b… tube di-
ameter on the thermal performance of the internally finned tube
butions of the internally finned tube, as the number of fins
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ncreases or the thermal conductivity ratio, the porosity, or the
imensionless fin height decreases. On the other hand, the present
nalytical solutions based on the porous medium approach agree
losely with the corresponding numerical solutions, regardless of
he variations in these parameters.

In order to optimize the thermal performance of the internally
nned tube, the total thermal resistance is minimized for a pump-

ng power. It is shown that there exists an optimum value for the
otal thermal resistance with respect to the fin height as well as the
umber of fins and the porosity. Finally, the effects of the pump-
ng power and the tube diameter on the thermal performance of
he internally finned tube are examined. As either the pumping
ower or the tube diameter decreases, the optimum geometry
hifts toward minimizing flow friction, i.e., toward increasing po-
osity and decreasing number of fins and dimensionless fin height.

The thermal performance of the internally finned tube is shown
o be optimized with ease by modeling the internally finned tube
s a tube filled partially with a fluid-saturated porous medium. The
orous medium approach used here could be utilized in analyzing
nd optimizing the thermal performance of a variety of compact
eat exchangers and heat sinks with complex geometry.
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omenclature
c � specific heat of fluid �J kg−1 K−1�

Da � Darcy number
Do � tube diameter �m�
hl � interstitial heat transfer coefficient

�W m−2 K−1�
k � thermal conductivity �W m−1 K−1�
l � dimensionless height of fins

L � length of tube �m�
N � number of fins
p � pressure �Pa�

q� � heat flux �W m−2�
Q � volume flow rate �m3 s−1�
ri � interfacial radius of the tube �m�
ro � radius of the tube �m�
R � dimensionless radial coordinate
Ri � dimensionless interfacial radius
Ro � dimensionless radius of the tube
T � temperature �K�
u � velocity �m s−1�
U � dimensionless velocity, u /r0

2�−1/� f�dp /dx��

reek Symbols
� � angle between the flanks of two adjacent fins
� � angle subtended by one fin
� � porosity, ���+��


 � one-half of a period, ��+�� /2
� � angular coordinate
 � dimensionless local heat transfer coefficient,

�hl
*�1/kse+1/kfe�

� � viscosity �Pa s�
� � dimensionless temperature, T−Tw /qw� r0 /kf
	 � density �kg m−3�
� � thermal resistance �°C W−1�

� � � volume-averaged value

ubscripts
e � effective property

f � fluid

ournal of Heat Transfer
i � interfacial property
s � solid

w � wall

Appendix
The expressions for the coefficients appearing in Eqs. �24�–�27�

are as follows:

C1 =
Ri

1/�Da

1 − Ri
2/�Da	−

Ui

�
+

Da

1 − 4Da
�Ri

2 − Ri
−1/�Da��

C2 =
Ri

1/�Da

1 − Ri
2/�Da	Ui

�
+

Da

1 − 4Da
�− Ri

2 + Ri
1/�Da��

A1 =
2

Um
� Da

1 − 4Da
�� 1

2 − 16
� A2 =

2C1

Um�2 − �2 + 1/�Da�2�

A3 =
2C2

Um�2 − �2 − 1/�Da�2�

C3 =
��si − � fi�
Ri

 − Ri
− −

1

Ri
 − Ri

− �A1�Ri
4 − Ri

−� + A2�Ri
2+1/�Da − Ri

−�

+ A3�Ri
2−1/�Da − Ri

−��

C4 =
��si − � fi�
Ri

− − Ri
 −

1

Ri
− − Ri

 �A1�Ri
4 − Ri

� + A2�Ri
2+1/�Da − Ri

�

+ A3�Ri
2−1/�Da − Ri

��

C5 = −
2kfe

Um
	 C1

�2 + 1/�Da�2
+

C2

�2 − 1/�Da�2
+

Da

16�1 − 4Da��
C6 =

1

ln Ri�kse�si + kfe� fi − C5 −
2kfe

Um � C1Ri
2+1/�Da

�2 +
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Spectral Element Approach for
Coupled Radiative and
Conductive Heat Transfer in
Semitransparent Medium
A spectral element method is presented to solve coupled radiative and conductive heat
transfer problems in multidimensional semitransparent medium. The solution of radiative
energy source is based on a second order radiative transfer equation. Both the second
order radiative transfer equation and the heat diffusion equation are discretized by spec-
tral element approach. Four various test problems are taken as examples to verify the
performance of the spectral element method. The h-and the p-convergence characteris-
tics of the spectral element method are studied. The convergence rate of p refinement for
different values of Planck number follows the exponential law and is superior to that of
h refinement. The spectral element method has good property to tolerate skewed meshes.
The predicted dimensionless temperature distributions determined by the spectral element
method agree well with the results in references. The presented method is very effective to
solve coupled radiative and conductive heat transfer in semitransparent medium with
complex configurations and demands little on the quality of mesh.
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Introduction
The coupled problem of radiative and conductive heat transfer

s of considerable practical importance in engineering applica-
ions. These applications include, for example, the analysis of heat
ransfer process in glasses and industrial furnaces or the analysis
f thermal performance of porous insulating materials, such as
bers, powders, foams, and so on. The solution of this coupled
roblem involves the evaluation of radiative heat source and the
olution of heat diffusion equation. Due to the inherent complex-
ty associated with radiative transfer, the evaluation of radiative
eat source is the main difficulty for the solution of coupled ra-
iative and conductive heat transfer problems in semitransparent
edium.
Recently, many numerical methods have been proposed to

olve the coupled radiative and conductive heat transfer in semi-
ransparent medium. Viskanta and Grosh �1� analyzed combined
adiation and conduction heat transfer between one-dimensional
arallel plates filled with absorbing medium using iterative
ethod. Yuen and Wong �2� used a successive approximation

echnique to solve the combined conductive and radiative heat
ransfer in one-dimensional absorbing, emitting, and anisotropi-
ally scattering medium. Burns et al. �3� analyzed numerically the
roblem of coupled radiative and conductive heat transfer in one-
imensional absorbing medium using traditional Galerkin finite
lement method and the Swartz–Wendroff approximation. Yuen
nd Takara �4� analyzed coupled radiative and conductive heat
ransfer in two dimensional rectangular enclosure by using a class
f generalized exponential integral function. Razzaque et al. �5�
mployed the finite element method to solve the coupled radiation
nd conduction in a two dimensional rectangular enclosure filled
ith gray medium. Kim and Baek �6� studied the coupled radia-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 12, 2006; final manuscript re-

eived February 5, 2007. Review conducted by Gautam Biswas.

ournal of Heat Transfer Copyright © 20
tive and conductive heat transfer in two dimensional rectangular
enclosure, in which the central difference scheme was used to
discretize the heat diffusion equation and the discrete ordinate
method was employed to solve the radiative transfer equation.
Sakami et al. �7� solved the coupled radiative and conductive heat
transfer in two dimensional complex geometries filled with ab-
sorbing, emitting, and scattering medium, in which a modified
discrete ordinate approach was applied to solve the radiative
transfer equation, while the heat diffusion equation was solved by
finite element method. Talukdar and Mishra �8� solved the com-
bined conduction and radiation problem in one-dimensional gray
absorbing, emitting, and anisotropically scattering medium using
the collapsed dimension method �CDM�. Mishra and Lankadasu
�9� solved the transient conductive and radiative heat transfer in
two dimensional rectangular enclosure filled with absorbing, emit-
ting, and scattering medium, in which the energy equation of the
problem is solved with the lattice Boltzmann method �LBM�,
while the radiative transfer equation is solved using the CDM.
Besides that different discretization schemes are often used to
solve the heat diffusion equation and the radiative transfer equa-
tion, most of these methods are lower order method �first order or
second order� and just offer h convergence, i.e., the convergence
gained by reducing the element size h or h refinement. As a result,
remeshing or refining is often needed in order to gain the wanted
accuracy.

The well known radiative transfer equation �RTE�, which de-
scribes the transport of radiation intensity through an absorbing,
emitting, and scattering medium, is one of the first order integrod-
ifferential equations and can be written in Cartesian coordinates as

� · �I + �I = �Ib +
�S

4�
�

4�

I�r,�������,��d�� �1�

where � is the unit direction vector of radiation, � is the extinc-
tion coefficient, � is the absorption coefficient, �S is the scattering

coefficient, and � is the scattering phase function. The first term

OCTOBER 2007, Vol. 129 / 141707 by ASME
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f the left hand side of Eq. �1� can be seen as a convection term
ith convection velocity of �. Because of the vanishing of diffu-

ion term, the RTE can be considered as a convection dominated
quation. This is the major difference between the RTE and the
eat diffusion equation. The solution of the RTE often requires a
ifferent solver instead of the one used in the solution of the heat
iffusion equation and thus makes it inconvenient in the coupled
onduction and radiation analysis. The presence of convection
erm may cause nonphysical oscillatory of solutions. This type of
nstability occurs in many numerical methods including finite dif-
erence method and finite element method if no special stability
reatment is taken. Special stabilization techniques, such as up-
inding scheme or artificial viscosity, are often used in finite vol-
me method �FVM� and finite element method �FEM�. Besides
aking various numerical stabilization schemes, another method to
vercome the stability problem is to analytically transform the
riginal RTE into a numerically more stable equation, for ex-
mple, the second order partial differential equation. One famous
ransformed equation is the even parity formulation �EPF� of the
TE, which is a second order partial differential equation of the
ven parity of radiative intensity. It is well known that the second
rder derivative term have diffusive characteristic and good nu-
erical properties. Cheong and Song �10� examined several spa-

ial discretization schemes in the discrete ordinate solution of the
PF. Fiveland and Jessee �11,12� studied the finite element solu-

ion of the EPF. Though the stability of the finite element solution
f the second order even parity equation is ensured, numerical
esults indicate that the solution obtained using the FEM is less
ccurate as the optical thickness and the wall emissivity are in-
reased.

Recently, Zhao and Liu �13� derived a second order primitive
ariable radiative transfer equation �SORTE�, which is in a form
imilar to the heat diffusion equation. Numerical results show that
he SORTE overcomes most of the drawbacks of EPF and can be
ffectively applied to solve radiative transfer in absorbing, emit-
ing, and anisotropically scattering medium. The FEM based on
he SORTE is numerically stable, efficient, and accurate, and pre-
ents a symmetric stiff matrix. It is expected that, based on the
ORTE, a unified solver is allowed to stably solve the coupled
adiative and conductive heat transfer process in multidimensional
emitransparent medium.

Spectral element method, originally proposed by Patera �14� for
he solution of fluid problem, combines the competitive advan-
ages of high order spectral method and FEM. Spectral method is
referred because of its exponential convergence characteristics.
EM is attractive because of its highly flexible domain decompo-
ition capability, which is extremely useful for the problem with
omplex geometries. Spectral element method provides basically
wo types of refinement scheme to achieve convergence. The most
ommon one is to use smaller size elements in the regions where
igher resolution is required, which is called h refinement in lit-
rature because the element sizes are usually denoted by h. The
econd type refinement is the p refinement, in which the number
f elements and their sizes are kept the same but the approxima-
ion order inside the elements is increased where higher resolution
s required. As a result, spectral element method is very flexible
or solving the multidimensional problem in complex geometries
ith higher order accuracy. In recent years, spectral element
ethod has attracted the interest of many researchers in the phys-

cs and engineering communities �15–22�.
In order to best combine both the advantages of the SORTE and

he spectral element approach, in this paper, a spectral element
ethod �SEM� based on the SORTE is developed to solve the

oupled radiative and conductive heat transfer in multidimen-
ional semitransparent medium. With application of the advan-
ages of the SORTE, the radiative transfer and the heat diffusion

quations are both solved by spectral element approach. Four

418 / Vol. 129, OCTOBER 2007
cases of coupled radiative and conductive heat transfer in semi-
transparent medium are taken to verify the performance of the
presented method.

2 Mathematical Formulation

2.1 Second Order Radiative Transfer Equation. The
SORTE was first presented and detailed analyzed in a recent paper
�13�. Equation �1� can be written formally as

I = �−1�− � · �I + �Ib +
�S

4�
�

4�

I�r,�������,��d��� �2�

Substituting Eq. �2� back into the derivative term of Eq. �1� leads
to the second order partial differential equation as follows:

− � · ���−1� · �I� + �I = �S − � · �S �3�

where S is the source function defined as

S = �1 − ��Ib +
�

4�
�

4�

I�r,�������,��d�� �4�

For the opaque, diffusely emitting and reflecting walls, the bound-
ary conditions are given for both the inflow and outflow bound-
aries as

I�rw,�� = �wIb�rw� +
1 − �w

�
�

nw·��	0

I�rw,���


�nw · ��,m�d�� nw · � � 0 �5a�

�−1� · �I�rw,�� + I�rw,�� = S�rw,�� nw · � � 0 �5b�

where �w is the wall emissivity, and nw is the unit inward normal
vector of boundary. A schematic of the prescribed boundary con-
ditions for the SORTE is shown in Fig. 1 for a clear view, where
 denotes all the boundary of solution domain with =D�N,
D and N denote the inflow boundary �Dirichlet type� and the
outflow boundary �Neumann type�, respectively.

The discrete ordinate equation of the SORTE given by Eq. �3�
can be written as

− �m · ���−1�m · �I�r,�m�� + �I�r,�m� = �S�r,�m�

− �m · �S�r,�m� �6�

with the following inflow and outflow boundary conditions:

I�rw,�m� = �wIb�rw� +
1 − �w

� 	
nw·��,m	0

I�rw,��,m�

,m m m

Fig. 1 Schematic of boundary conditions prescription for the
SORTE

�nw · �� �w nw · � � 0 �7a�
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�−1�m · �I�rw,�m� + I�rw,�m� = S�rw,�m� nw · �m � 0

�7b�

here �m is the discrete angular direction and wm is the corre-
ponding angular quadrature weight.

2.2 Energy Equation for Coupled Radiative and Conduc-
ive Heat Transfer Processes. In the following analysis, Eq. �6�
ith boundary conditions, Eq. �7�, is taken as the model equations

o calculate radiative intensity field. When coupled analysis of
adiative and conductive heat transfer is needed, an additional
quation, namely, heat diffusion equation is required to be solved
imultaneously. The energy equation for a steady state coupled
onduction-radiation problem can be written as

� · �k � T�r�� = � · qr�r� �8�
ith boundary condition

T�rw� = T̄�rw� rw � T �9a�

− knw · �T�rw� = q̄�rw� rw � q �9b�

here T̄ denotes the temperature distribution on Dirichlet bound-
ry T, q̄ denotes the conductive outflow heat flux distribution at
eumann boundary q, qr�r� is the radiative heat flux, and the
·qr�r� is the radiative energy source given by

� · qr�r� = ��4�Ib −�
4�

I�r,��d�� �10�

2.3 Galerkin Weak Formulation. The discrete ordinate
quation of the SORTE �Eq. �6�� weighted by W�r� and integrated
ver the solution domain after using Gauss divergence theorem
eads to


�−1�m · �Im,�m · �W� + ��−1�m · �Im,W�m · nw� + 
�Im,W�

= 
�Sm,W� − 
�m · �Sm,W� �11�

here nw is the inward normal vector of the boundary,  denotes
he boundary of solution domain �=D�N�, D and N de-
otes the inflow boundary, and outflow boundary, as shown in Fig.
. The operators 
·,·� and �·,·� are defined as follows:


f ,g� =�
V

fgdV �f ,g� =�


fgdA �12�

Assuming the weight function W�r� is zero on the inflow
oundary D, then Eq. �15� can be written as


�−1�m · �Im,�m · �W� + ��−1�m · �Im,W�m · nw�N
+ 
�Im,W�

= 
�Sm,W� − 
�m · �Sm,W� �13�
onsidering the outflow boundary condition given by Eq. �7b�, we
et

��−1�m · �Im,W�m · nw�N
= �Sm − Im,W�m · nw�N

�14�

ubstituting Eq. �13� into Eq. �12� leads to the following weak
ormulation:


�−1�m · �Im,�m · �W� − �Im,W�m · nw�N
+ 
�Im,W� = 
�Sm,W�

− 
�m · �Sm,W� − �Sm,W�m · nw�N
�15�

he heat diffusion equation �Eq. �8�� is a kind of classical ellipti-
al equation, and its Galerkin weak form is given as

− 
k � T, · �W� = 
� · qr�r�,W� + �q̄,W�q

= �
4�Ib −�
4�

I�r,��d�,W� + �q̄,W�q
�16�

ournal of Heat Transfer
In the Galerkin weak formulation of SORTE �Eq. �15�� and heat
diffusion equation �Eq. �16��, the Neumann type boundary condi-
tions are imposed implicitly, while for imposing the Dirichlet type
boundary conditions, the collocation technique �23,24� is em-
ployed.

2.4 Spectral Element Approach. The unknown radiative in-
tensity and temperature can be approximated by nodal basis func-
tion with Kronecker delta property as

Im�r� � 	
i=1

Nsol

Ii
m�i�r� �17�

T�r� � 	
i=1

Nsol

Ti�i�r� �18�

where �i is the nodal basis function, Ii
m denotes radiative intensity

of direction �m at solution nodes i, Ti denotes temperature at
solution nodes i, and Nsol is the total number of solution nodes. In
SEM, the nodal basis function �i�r� is constructed on each ele-
ment by orthogonal polynomial expansion. In this paper, Cheby-
shev polynomial expansion is used. The details about building
global nodal basis function were described in Ref. �24�.

By substituting the approximation of radiative intensity �Eq.
�17�� into the Galerkin weak formulation of SORTE �Eq. �15��
and taking the weight function W�r� as nodal basis function � j�r�,
the spectral element discretization of SORTE can be written in
matrix form as

KmIm = Hm �19�

Here, the matrices Km and Hm are defined as

Kji
m = 
�−1�m · ��i,�

m · �� j� − ��i,� j�
m · nw�N

+ 
��i,� j�

�20a�

Hj
m = 
�Sm,� j� − 
�m · �Sm,� j� − �Sm,� j�

m · nw�N
�20b�

It can be seen from Eq. �20� that the stiff matrix Km is symmetric
for every discrete direction.

Similarly, the spectral element discretization of heat diffusion
equation can be written in matrix form as

MT = N �21�

Here, the matrices M and N are defined as

Mji = − 
k � �i, · �� j� �22a�

Nj = �
4�Ib −�
4�

I�r,��d�,� j� + �q̄,� j�q
�22b�

2.5 Solution Procedure. The implementation of the SEM for
analysis of coupled radiative and conductive heat transfer is car-
ried out according to the following procedure.

�a� Step 1. Mesh the solution domain with Nel nonoverlap
elements and generate global unique spectral nodes on
each element according to the order p of polynomial ex-
pansion.

�b� Step 2. Assume initial radiative intensity field and tem-
perature field.

�c� Step 3. Assemble the matrices M and N for the dis-
cretized heat diffusion equation. Impose Dirichlet bound-
ary condition and solve the discretized equation to update
the temperature field. Make under-relaxation on the tem-
perature field as needed.

�d� Step 4. Loop each angular direction for m=1, . . . ,M, and
m m
assemble the matrices K and H for the discretized

OCTOBER 2007, Vol. 129 / 1419
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SORTE. Impose Dirichlet boundary condition and solve
the discretized equation to update radiative intensity field
of each direction.

�e� Step 5. Terminate the iteration process if the stop crite-
rion is met. Otherwise go back to Step 3.

In this paper, the maximum relative error 10−4 of temperature
Tnew−Told / Tnew� is taken as stopping criterion for the global
teration.

Results and Discussion
Computer code is developed based on the numerical method

escribed above. To verify the formulations presented in this pa-
er, three various test cases are selected to verify the performance
f the new numerical method for coupled radiative and conductive
eat transfer in semitransparent medium. For the sake of quanti-
ative comparison with the benchmark solutions, the integral av-
raged relative error of SEM solution is defined as

relative Error % =

� �SEM solution�x� − benchmark result�x��dx

� �benchmark result�x��dx


 100 �23�

3.1 Case 1: One-Dimensional Nonscattering Gray Medium
etween Parallel Black Plates. We consider the coupled radia-

ive and conductive heat transfer in a layer of absorbing-emitting
edium between infinite parallel black plates. The medium be-

ween the plates is gray and has a constant thermal conductivity
nd absorption coefficient. The temperatures of the plates are T0 at
/L=0.0, and T1=0.1T0 at x /L=1.0, respectively. The optical

hickness of the layer is �L=�L=1.0. The dimensionless tempera-
ure distribution within the layer is determined for different values
f Planck number NPlk=k� / �4�T0

3�. This case was considered as a
enchmark example and studied by several researchers. The di-
ensionless temperature distributions obtained using the SEM are

hown in Table 1 and compared to the results of Burns et al. �3�
nd Nice �25� for NPlk=0.01, 0.1, and 1.0. Here, S8 approximation
s used for angular discretization and two elements with tenth
rder polynomial expansion are used for spatial discretization on
ach element. The agreement between the different results is quite
ood. In general, the maximum deviation between these results is
ess than 0.2%.

The h- and the p-convergence characteristics of the SEM for
he solution of dimensionless temperature distribution for different
alues of Planck number are studied. Figure 2 shows the
-convergence characteristics of the SEM, where two elements
re used and the solution obtained with 20th order polynomial is

Table 1 Comparison of dimensionless tem
methods

x /L

Nplk=0.01

SEM Burns �3� Nice �

0.1 0.9230 0.9206 0.921
0.2 0.8919 0.8888 0.891
0.3 0.8680 0.8650 0.867
0.4 0.8443 0.8415 0.844
0.5 0.8182 0.8156 0.818
0.6 0.7859 0.7837 0.787
0.7 0.7379 0.7361 0.740
0.8 0.6477 0.6460 0.650
0.9 0.4570 0.4557 0.459
onsidered as the benchmark solution. Note that the temperature

420 / Vol. 129, OCTOBER 2007
distribution for NPlk=0 is solved as a purely radiation equilibrium
problem and without coupling with the heat diffusion equation. It
can be seen that the convergence is very fast for different values
of Planck number and the convergence rate follows the exponen-
tial law. With the increase of Planck number, the convergence rate
tends to increase. Figure 3 shows the h-convergence characteris-
tics of the SEM. Here, the first order polynomial is used for all the
values of Planck number and the same benchmark solution is used
for comparison. Similarly, the solution accuracy is better for a
relative greater Planck number under the same spatial discretiza-
tion for the coupled solution. A detailed comparison of the h- and
the p-convergence rate is shown in Fig. 4, where the horizontal
coordinate denotes the total number of solution nodes for spatial

rature distributions obtained from different

Nplk=1.0

SEM Burns �3� Nice �25�

0.9137 0.9137 0.9137
0.8284 0.8283 0.8288
0.7427 0.7427 0.7430
0.6558 0.6558 0.6561
0.5674 0.5674 0.5677
0.4772 0.4772 0.4775
0.3852 0.3853 0.3855
0.2915 0.2916 0.2918
0.1964 0.1965 0.1965

Fig. 2 The p-convergence characteristics of the SEM for dif-
ferent values of Planck number

Fig. 3 The h-convergence characteristics of the SEM for dif-
pe

25�

8
3
9
6
9
2
0
2
0

ferent values of Planck number
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iscretization and only results for NPlk=0.01 and 0 is plotted for
larity. For the one-dimensional problem considered here, total
umber of solution nodes Nsol can be written as a function of the
otal number of element Nel and the order of polynomial expan-
ion p as Nsol= pNel+1. In the h-refinement analysis, the first order
olynomial expansion is used and only the number of elements is
ncreased during refining. In the p-refinement analysis, two ele-

ents are used and only the order of polynomial is increased
uring refining. By comparison, it is clearly shown that the con-
ergence rate of p refinement is superior to that of h refinement.
his implies that more accuracy of solution can be obtained by p

efinement than h refinement under the same computational cost.

3.2 Case 2: One-Dimensional Anisotropically Scattering
ray Medium Between Parallel Black Plates. We consider the

oupled radiative and conductive heat transfer in a layer of aniso-
ropically medium between the infinite parallel black plates. The
emperatures of the plates are T0 at x /L=0.0, and TL=�T0 at
/L=1.0, respectively. The optical thickness �L of the layer is 1.0.
he medium has a linear anisotropically scattering phase function:
�� ,���=1+a1�����. This case was also studied by Tulukdar

nd Mishra �8� using the CDM. The SEM is applied to this case to
tudy its performance for solution of coupled radiative and con-
uctive heat transfer in scattering media. Here, the S8 approxima-
ion is used for angular discretization and two elements with tenth
rder polynomial expansion are used for spatial discretization on
ach element. Figure 5 shows the dimensionless temperature dis-
ributions obtained by the SEM for different scattering conditions,
amely, isotropically scattering �a1=0� and linear anisotropically
cattering �a1=1�, and different values of Planck number. By

ig. 4 The h and the p-convergence rate of the SEM according
o total number of solution nodes

ig. 5 Dimensionless temperature distributions for different

cattering conditions and different values of Planck number

ournal of Heat Transfer
comparison, the results of the SEM agree very well with those
obtained by the CDM �8�. Figure 6 shows the h- and the
p-convergence curves of the SEM for the solution of dimension-
less temperature distribution with NPlk=0.01, �=0.1, �=0.5, and
different values of a1. The solution obtained with two elements
and 20th order polynomial is considered as the benchmark solu-
tion. For study of the p-convergence characteristics, two elements
are used for all p-refinement schemes. For study of the
h-convergence characteristics, the first order polynomial is used
for all the h-refinement schemes. It can be seen that the conver-
gence rate of p refinement follows exponential law and is superior
to that of h refinement when the medium is anisotropically scat-
tering or not.

3.3 Case 3: Two Dimensional Absorbing-Emitting Me-
dium in a Black Enclosure. In this case, we consider the coupled
radiative and conductive heat transfer in a two dimensional square
gray semitransparent medium enclosed by black walls. The me-
dium is nonscattering and the optical thickness based on the side
length L of square enclosure is �L=�L=1.0. The temperature of
the left wall is maintained at Tw1=1000 K, while the other walls
are kept at 500 K. The SEM is applied to solve the dimensionless
temperature distribution within the enclosure. The S8 approxima-
tion is used for the angular discretization. The enclosure is dis-
cretized uniformly into four quadrilateral elements and sixth order
polynomial expansion is used on each element. The dimensionless
temperatures distribution along the symmetry line �y /L=0.5� are
presented in Fig. 7 for three values of Planck number NPlk

Fig. 6 The h- and the p-convergence characteristics of the
SEM according to total number of solution nodes for different
values of anisotropy factor a1

Fig. 7 Dimensionless temperature distribution along the sym-

metry line „y /L=0.5… of the square enclosure
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k� / �4�Tw1
3 �, namely, NPlk=0.01, 0.1, and 1.0, and compared to

he results of Yuen and Takara �4�. It can be seen that the results of
he SEM agree well with those in reference.

The tolerance for skewed gird of the SEM is tested using this
ase. The set of skewed mesh with increasing degree of skewness
s shown in Fig. 8 from �a� to �d�. As shown in Fig. 8, the degree
f skewness sk is defined as the ratio of the length of diagonal line
sk=b /a� of the center diamond element. By definition, the skew-
ess of the set of meshes from �a� to �b� is 1.0, 2.6, 5.6, and 11.3,
espectively. Here, dimensionless temperature distribution along
he symmetry line obtained using the mesh �a� of Fig. 8, namely,
k=1.0, which is the least skewed one, with sixth order polyno-
ial expansion on each element is taken as the benchmark solu-

ion to verify the results obtained using other meshes. Figure 9
hows the relative deviation between the benchmark solution and
hose obtained using the skewed meshes. As shown in Fig. 9, the
elative deviation increases with the degree of skewness but de-
reases quickly with the increase of the order of polynomial. This
mplies that SEM has good property to tolerate the skewed

eshes. The ability of tolerance for skewed meshes can be effec-
ively promoted by p refinement. In general, the maximum devia-
ion between these results is less than 0.6%.

3.4 Case 4: Coupled Radiative and Conductive Heat
ransfer in a Gray Circular Ring. In this case, the coupled

adiative and conductive heat transfer in a circular ring is studied.
he configuration of the circular ring is shown in Fig. 10. The

adius inner circle �R1� is half of the radius of the outer circle
R2�. The circular ring is filled with isotropically scattering me-
ium. The wall emissivities of the enclosure are 0.5. The tempera-
ure of the inner circle �T1� and the outer circle �T2� are kept as

ig. 8 Skewed meshes with increasing degree of skewness
rom „a… to „d…

ig. 9 Relative deviation of the solution from the skewed

eshes obtained with different orders of polynomial

422 / Vol. 129, OCTOBER 2007
1000 and 100 K, respectively. The optically thickness based on
radius of the outer circle is �L=�R2=2, and the Planck number is
NPlk=k� / �4�T1

3�=0.03. The circular ring is discretized into 60
elements, and S4 approximation is used for angular discretization.
The dimensionless temperature distribution along the radius is
solved by the SEM with two different spatial decomposition
schemes, namely, a good quality mesh shown in Fig. 10�a� and a
poor quality mesh shown in Fig. 10�b�. Figure 11 shows the di-
mensionless temperature distribution obtained by the SEM for
three different scattering albedos, namely, �=0, 0.5, and 1.0 and
compared to the results obtained by Sakami et al. �7� using a

Fig. 10 Configuration and two different mesh decomposition
of the circular ring „the dots denotes the spectral nodes of
fourth order Chebyshev polynomial expansion…: „a… good qual-
ity mesh „b… poor quality mesh

Fig. 11 Dimensionless temperature distributions along the
symmetry line of the circular ring for different values of scat-

tering albedo

Transactions of the ASME
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ybrid DOM and FEM approach. Here, fourth order polynomial
xpansion is used in each element. By comparison, the results of
he SEM using two different mesh schemes agree well with the
esults of Ref. �7�. The maximum integral averaged relative error
s less than 0.5% and the maximum integral averaged relative
eviation between the results from the two mesh schemes is less
han 0.1%. This demonstrates that the SEM has good accuracy for
olving the coupled radiative and conductive heat transfer in semi-
ransparent medium with complex configurations and demands
ittle on the quality of mesh.

Conclusions
The highlight of the SORTE is that, it overcomes the nonphysi-

al oscillation of the solutions of RIE when solved by FEM and
llows the radiative transfer and the heat diffusion equations to be
olved by a unified solver. In this paper, based on the SORTE, a
EM is employed to solve coupled radiative and conductive heat

ransfer in semitransparent medium, which best combines both the
dvantages of the SORTE and the spectral element approach. The
TE and the heat diffusion equation are both solved by spectral
lement approach. The resulting stiff matrices of both the dis-
retized radiative transfer and heat diffusion equations are sym-
etric. Four various test problems were taken as examples to

erify the performance of the presented method. The predicted
imensionless temperature distributions agree well with the
enchmark solutions in references. The h-convergence and the
-convergence characteristics of the SEM are studied. The con-
ergence rate of p refinement is very fast for different values of
lanck number and follows the exponential law. By comparison,

he convergence rate of p refinement is superior to that of h re-
nement. The SEM has good property to tolerate skewed meshes
nd its ability to tolerate skewed meshes can be effectively pro-
oted by p refinement. The SEM is very effective to solve

oupled radiative and conductive heat transfer in semitransparent
edium with complex configurations and demands little on the

uality of mesh.
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omenclature
a1 � anisotropy factor
h � element size

H � matrix defined in Eq. �20b�
I � radiative intensity, W/ �m2 sr�

Ib � Blackbody radiative intensity, W/ �m2 sr�
k � Thermal conductivity coefficient, W/�Km�

K � stiff matrix defined in Eq. �20a�
L � side length of square enclosure

M � number of discrete ordinate direction
M � stiff matrix defined in Eq. �22a�
n � unit inward normal vector
N � right hand side vector defined in Eq. �22b�

Nel � total number of elements
NPlk � Planck number, NPlk=k� / �4�T3�
Nsol � total number of solution nodes

p � order of polynomial expansion
qr � radiative heat flux vector
q̄ � conductive outflow heat flux at Neumann

boundary q, W/m2

r � Spatial coordinate vector
s � degree of element skewness
S � source function defined in Eq. �4�
T � temperature, K

T̄
 � temperature at the Dirichlet boundary T, K

ournal of Heat Transfer
V � computational domain
w � weight of discrete ordinate approximation
W � weight function

x ,y ,z � Cartesian coordinates
� � extinction coefficient �= ��+�S�, m−1

�w � wall emissivity
� � nodal basis function
 � boundary of solution domain

D � inflow boundary for SORTE
N � outflow boundary for SORTE
q � Neumann boundary for heat diffusion equation
T � Dirichlet boundary for heat diffusion equation
� � scattering phase function

� ,� ,� � direction cosine of radiation direction
� � absorption coefficient, m−1

� � Stefan–Boltzmann constant, W/ �m2K4�
�S � Scattering coefficient, m−1

�L � optical thickness, �L=�L
� � temperature ratio, �=TL /T0
� � scattering albedo

� ,�� � vector of radiation direction
� � solid angle

Subscripts
i , j � spatial node index
w � value at wall
0 � value at x=0
L � value at x=L

Superscript
m ,m� � discrete ordinate direction
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An Experimental Study of
Shell-and-Tube Heat Exchangers
With Continuous Helical Baffles
Two shell-and-tube heat exchangers (STHXs) using continuous helical baffles instead of
segmental baffles used in conventional STHXs were proposed, designed, and tested in this
study. The two proposed STHXs have the same tube bundle but different shell configura-
tions. The flow pattern in the shell side of the heat exchanger with continuous helical
baffles was forced to be rotational and helical due to the geometry of the continuous
helical baffles, which results in a significant increase in heat transfer coefficient per unit
pressure drop in the heat exchanger. Properly designed continuous helical baffles can
reduce fouling in the shell side and prevent the flow-induced vibration as well. The
performance of the proposed STHXs was studied experimentally in this work. The heat
transfer coefficient and pressure drop in the new STHXs were compared with those in the
STHX with segmental baffles. The results indicate that the use of continuous helical
baffles results in nearly 10% increase in heat transfer coefficient compared with that of
conventional segmental baffles for the same shell-side pressure drop. Based on the ex-
perimental data, the nondimensional correlations for heat transfer coefficient and pres-
sure drop were developed for the proposed continuous helical baffle heat exchangers with
different shell configurations, which might be useful for industrial applications and fur-
ther study of continuous helical baffle heat exchangers. This paper also presents a simple
and feasible method to fabricate continuous helical baffles used for STHXs.
�DOI: 10.1115/1.2754878�

Keywords: heat transfer, pressure drop, shell-and-tube heat exchanger, continuous heli-
cal baffles
Introduction
Heat exchangers are important heat and mass exchange appara-

us in oil refining, chemical engineering, environmental protec-
ion, electric power generation, et al. Among different types of
eat exchangers, shell-and-tube heat exchangers �STHXs� have
een commonly used in industries �1�. Master et al. �2� indicated
hat more than 35–40% of heat exchangers are of the shell and
ube type, and this is primarily due to the robust construction
eometry as well as easy maintenance and possible upgrades of
THXs. They are widely used as evaporators and condensers. The
eat transfer effectiveness of STHXs can be improved by using
affles. Segmental baffles are most commonly used in conven-
ional STHXs to support tubes and change fluid flow direction.
egmental baffles cause the shell-side fluid to flow in a tortuous,
igzag manner across the tube bundles, which can enhance the
eat transfer on the shell side. However, there exist many prob-
ems associated with the use of segmental baffles �3–5�: �1� high
ressure drop on the shell side due to the sudden contraction and
xpansion of the flow in the shell side, and the fluid impinging on
he shell walls caused by segmental baffles; �2� low heat transfer
fficiency due to the flow stagnation in the so-called “dead
ones,” which are located at the corners between baffles and shell
all; �3� low shell-side mass velocity across the tubes due to the

eakage between baffles and shell walls caused by inaccuracy in
anufacturing tolerance and installation; �4� short operation time

ue to the vibration caused by shell-side flow normal to tube
anks. When the traditional segmental baffles are used in STHXs,

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 9, 2006; final manuscript received

anuary 23, 2007. Review conducted by Anthony M. Jacobi.

ournal of Heat Transfer Copyright © 20
higher pumping power is often needed to offset the higher pres-
sure drop under the same heat load. Therefore, it is essential to
develop a new type of STHXs using different type of baffles to
have higher heat transfer efficiency and lower pressure drop.

The concept of STHXs with helical baffles has been discussed
by several researchers �6–12�. The helical baffles in STHXs are
shaped approximately as helicoids in order to have the fluid flow
in the shell side close to continuous helical flow, which will result
in a decrease in pressure drop and an increase in heat transfer in
the shell side of the heat exchanger. Productions of STHXs with
helical baffles started in 1990s. At present, this type of STHXs is
used in many countries, such as USA, Russia, and Japan.

Up to now, nearly all helical baffles used in STHXs are non-
continuous approximate helicoids due to difficulty in manufactur-
ing �13�. Generally, noncontinuous helical baffles are made by
four elliptical sector-shaped plates joined end to end. Elliptical
sector-shaped plates are arranged in a pseudohelical �noncontinu-
ous helical� baffle system. Each baffle occupies one-quarter of the
cross section of the heat exchanger and is angled to the axis of the
heat exchanger. The interspace between the two sector plates, as
shown in Fig. 1, which is so-called triangle region, leads to great
fluid leakage �14�. Therefore, the flow in the shell side is not
exactly the perfect helical flow. This will result in a decrease in
heat transfer on the shell side of the heat exchanger. Moreover, the
fluid flow in the shell side of STHXs becomes more complicated
due to the flow leakage in the “triangle region” if noncontinuous
helical baffles are used. Block plates can be used to block the flow
leakage in this region. However, this will result in difficulty in
manufacturing and significant increase in flow resistance. It is
clear that the use of continuous helical baffles in STHXs can
improve their performance. However, very few research works on

STHXs using continuous helical baffles have been reported in
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pen literature. Therefore, the objectives of this study are to de-
elop STHXs with continuous helical baffles and to investigate
heir performance.

In this work, �1� two different STHXs with continuous helical
affles were designed and tested, �2� a simple and feasible method
o fabricate continuous helical baffles used for STHXs was devel-
ped, �3� the heat transfer coefficients per pressure drop of the
THXs with continuous helical baffles were compared with those
f the STHXs with segmental baffles, and �4� the correlations of
usselt number and friction factor versus Reynolds number were

stablished.

Configuration and Fabrication of the New STHX
ith Continuous Helical Baffles
Figure 2 shows the sketch of the tube bundle of the STHX

here continuous helical baffles were used to have helical flow on
he shell side of the heat exchanger. The method proposed in this
tudy to fabricate continuous helical baffles used in STHXs is

ig. 1 Sketch of the STHX with noncontinuous helical baffles

ig. 2 Sketch of the tube bundle of the STHX with continuous

elical baffles
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called the subsection method. In this method, the continuous heli-
coid was manufactured by linking several sets of helical cycles.
One helical cycle was heightened to one screw pitch along the
height �axial� direction and was rotated to 2� angle along the
circumferential direction, as shown in Fig. 3. Several helical
cycles were linked end to end to form a continuous helicoid, as
shown in Fig. 2. This method overcame the difficulty in manufac-
turing a whole continuous helicoid at one time and lowered the
manufacture cost significantly.

One major difficulty related to the manufacturing of continuous
helical baffles is the drilling of holes on the baffles. If baffles are
drilled the same size holes as the tubes and then later the pitch is
varied by stretching the spiral in or out, the tube does not see a
round hole but rather an elliptic hole. Then it is impossible to pass
a round tube through an elliptic hole. Therefore, a die, as shown in
Fig. 4, is used to hold the helical cycle at the required pitch, and
then drill holes on the baffles.

Figure 5 shows the tube bundle of the newly designed STHX
with continuous helical baffles. Since the configuration of the
shell of the heat exchanger also plays a major role on the flow
pattern of the shell-side flow in the heat exchanger, it is necessary
to investigate the effect of the configuration of the shell of the heat
exchanger on the heat transfer coefficient and pressure drop. In
this study, two different shell configurations were proposed and
tested. The first one is the side-in-side-out model, as shown in Fig.
6�a�, where the shell-side fluid flows into the heat exchanger from
one side on one end and exits from the other side on the other end

Fig. 3 One helical cycle

Fig. 4 Dies for drilling

Fig. 5 Tube bundle of the STHX with continuous helical baffles

„for CS and CM…: „a… end view and „b… side view
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Fig. 8 Experim

Journal of Heat Transfer
of the heat exchanger. The second one is the middle-in-middle-out
model, as shown in Fig. 6�b�, where the shell-side fluid enters the
heat exchanger from the middle on one end and exits from the
middle on the other end of the heat exchanger. For the comparison
purpose, the STHX with segmental baffles, as shown in Fig. 7,
whose shell configuration is the middle-in-middle-out arrange-
ment, was also tested.

For the convenience of discussion, hereinafter, CS refers to the
STHX with continuous helical baffles and side-in-side-out shell
configuration, CM refers to the STHX with continuous helical
baffles and middle-in-middle-out shell configuration, and SM re-
fers to the conventional STHX with segmental baffles and middle-
in-middle-out shell configuration. The geometrical parameters of
those three heat exchangers are listed in Tables 1 and 2.

3 Experiment

3.1 Experiment Setup. An experiment apparatus was de-
signed and built to study the heat transfer and pressure drop of a
STHX. The experiment setup consists of four loops: oil loop, hot
water loop, cold water loop, and cooling water loop, as shown in
Fig. 8. Tests can be performed for oil-water or water-water heat
exchangers. The detailed descriptions of the four loops are given
below.

�a� Oil loop. The oil needs to be filtered before the experi-
ment. Therefore, the oil loop contains a filtering loop �not
shown in Fig. 8�. The heated oil flows from the oil tank
�24� into a turbine flowmeter �29�, then enters the shell
side of the heat exchanger �41� to be tested, and finally
returns to the oil tank �24�. The pressure was measured
by pressure transducers installed at the inlet and outlet of
the test section. The heater �25� is an electrical heater
with a maximum power of 64 kW. The power input to
the heater can be adjusted by a booster. The expansion
box �35� is used to prevent pressure builtup in the oil
tank. Thermocouples �31-a and 31-b� were installed at the
inlet and outlet of the shell side of the test heat exchanger
to measure the corresponding temperatures.

�b� Hot water loop. It is similar to the oil loop, but it was not
used in this study.

�c� Cold water loop. Cold water flows from the cold water

Table 2 Other geometrical parameters for CS, CM, and SM

Heat exchanger
Helical pitch

�mm�
Number of

baffles
Number of

tubes

Diameter of
center tube

�mm�

CS and CM 48 9 158 48
SM 70 7 176 No center tube
able 1 Common geometrical parameters for CS, CM, and SM

arameter

nner diameter of shell 207 mm
uter diameter of tubes 10 mm

nner diameter of tubes 8 mm
rrangement of tubes Triangle
ffective length of tubes 620 mm
uter diameter of inlet tube for the tube-side fluid 57 mm

nner diameter of inlet tube for the tube-side fluid 50 mm
uter diameter of outlet tube for the tube-side fluid 57 mm

nner diameter of outlet tube for the tube-side fluid 50 mm
uter diameter of inlet tube for the shell-side fluid 57 mm

nner diameter of inlet tube for the shell-side fluid 50 mm
uter diameter of outlet tube for the shell-side fluid 57 mm

nner diameter of outlet tube for the shell-side fluid 50 mm
ength of heat exchanger 670 mm
ig. 7 Tube bundle of the STHX with segmental baffles „for
ig. 6 Shell configurations of the STHXs: „a… Side-in-side-out
ent setup
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tank �1� into a turbine flowmeter �5�, then flows through
the tube side of the test heat exchanger �41�, then flows
into the cooling heat exchanger �12�, and finally returns
to the cold water tank �1�. Thermocouples �7-a and 7-b�
were installed at the inlet and outlet of the tube side of
the test heat exchanger to measure the corresponding
temperatures.

�d� Cooling water loop. Cooling water flows from the cool-
ing water tank �36� into the cooling heat exchanger �12�,
then flows into a cooling tower �40�, and finally returns to
the cooling water tank �36�.

Before testing a heat exchanger, hydraulic pressure tests were
erformed under 0.6 MPa in the shell side and tube side of the
eat exchanger, respectively.

3.2 Data Acquisition. In the experiments, flow rate, tempera-
ure, and pressure drop were measured and collected by a data
cquisition system. The energy imbalance between the shell side
nd tube side, which was obtained from the data on the flow rates,
nd inlet and outlet temperatures of oil and water, was monitored
uring the experiments and the experimental data were saved and
rocessed when the energy imbalance is less than 8%. Based on
he energy balance between the shell side and tube side, the over-
ll heat transfer coefficient of the heat exchanger can be calcu-
ated, and then the heat transfer coefficient of the shell side can be
btained using the revised Wilson plot technique described in Ref.
15�. Finally, the correlations between the friction factor �f� and
eynolds number �Re�, and Nusselt number �Nu� and Re can be
btained. f , Re, and Nu are defined as follows:

f =
�po

�1/2��u2

do

l
�1�

Re =
udo

�
�2�

Nu =
hdo

�
�3�

here �po is the overall pressure drop on the shell side of the heat
xchanger, � is the density of the oil, l is the effective length of
ubes, do is the outer diameter of the tube, h is the heat transfer
oefficient on the shell side of the STHX, � is the kinematic
iscosity of the oil, � is the thermal conductivity of the oil, and u
s the average velocity based on the characteristic cross-section
rea A, and it is given as

u =
ṁ

�A
�4�

here ṁ is the mass flow rate of the oil and A is the characteristic
ross-section area of the STHX. For the STHX with continuous
elical baffles and the STHX with segmental helical baffles, the
haracteristic cross-section areas, Ac and As, are given as

Ac =
1

2
�1 −

dct

dsi
�Bdsi�1 −

do

S
� �5�

As = Bdsi�1 −
do

S
� �6�

here B is the helical pitch, which is the distance between the two
djacent baffles, dsi is the inner diameter of the shell, dct is the
uter diameter of the central tube, and S is the pitch between the
wo adjacent tubes, as shown in Fig. 9.

Results and Discussion
The experiments were conducted for the three heat exchangers
escribed in Sec. 2, in which cold water flowed in the tube side
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and hot oil flowed in the shell side of the heat exchangers. Heat
was transferred from hot oil to cold water, and the heat from the
cold water was carried away by the cooling water.

4.1 Heat Transfer and Pressure Drop. The variation of the
overall pressure drop ��po� with the volumetric flow rate �Q� in
the shell side of the heat exchanger is shown in Fig. 10 for the
proposed heat exchangers with helical baffles. From Fig. 10, it can
be seen that the pressure drop increases with the increase in Q and
the difference in the pressure drop between these two heat ex-
changers for the same volumetric flow rate is very small. The
variation of the heat transfer coefficient in the shell side of the
heat exchanger �h� with the overall pressure drop ��po� is shown
in Fig. 11 for the three heat exchangers to compare their perfor-
mances. The results indicate that in the low overall pressure drop
region, the heat transfer coefficient increases significantly with the
increase in the overall pressure drop, while in the high pressure
drop region, this increase becomes smaller. For the same overall
pressure drop, the difference in the shell-side heat transfer coeffi-
cient for all three heat exchangers is very small in the low pres-
sure drop region; however, in the high pressure drop region, the
shell-side heat transfer coefficients in CS and CM are higher than
that in SM at the same overall pressure drop. The heat transfer
coefficient in CS is higher and increases faster with the increase in
pressure drop than that in CM. The heat transfer coefficient of the
heat exchanger with the side-in-side-out shell design �CS� is about
2% higher than that with the middle-in-middle-out shell design
�CM�, especially at a high shell-side fluid flow rate. The heat

Fig. 9 Illustration of geometric parameters: „a… STHX with seg-
mental baffles and „b… STHX with helical baffles

Fig. 10 Overall pressure drop versus volumetric flow rate for

helical exchangers

Transactions of the ASME
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ransfer coefficient of the continuous helical heat exchanger with
ide-in-side-out shell design �CS� is nearly 10% higher than that
f the segmental heat exchanger �SM�.

The difference in heat transfer coefficients per unit overall pres-
ure drop among those three heat exchangers is due to the differ-
nt fluid flow patterns in the shell side of the heat exchanger. The
ow in the shell side of the heat exchanger with conventional
egmental baffles has dead zones because the fluid impacts right
nto the wall perpendicularly. The flow in the shell side of the
eat exchanger with continuous helical baffles is smooth, rota-
ional, and helical due to the shape of the baffle, which results in
n obvious increase in heat transfer coefficient per pressure drop
n the heat exchanger. The difference in the shell-side heat transfer
oefficients between CS and CM is caused by the difference in the
esign of the heat exchanger shell. Two reasons account for why
he performance of CS is better than that of CM. First, the side-
n-side-out design is more effective in forcing the fluid to flow in

helical passage, hence resulting in a higher local heat transfer
oefficient. Second, the middle-in-middle-out design causes the
uid to impinge perpendicularly to the shell wall, hence resulting

n higher local pressure drop.

4.2 Correlations for Friction Factor and Nusselt Number.
he experimental data on the pressure drops under different oil
ow rates in the shell side of the heat exchangers were used to
btain the correlation between the friction factor and Reynolds
umber. The variations of the friction factor f with Reynolds num-
er Re are shown in Figs. 12–14 for CS, CM, and SM, respec-

ig. 11 Heat transfer coefficient versus overall pressure drop
Fig. 12 Friction factor versus Reynolds number for CS

ournal of Heat Transfer
tively. The data shown in Figs. 12–14 were used to curve fit the
correlation between the friction factor and Reynolds number:

f = C1 Rem1 �7�

The constants C1 and m1 for different ranges of Reynolds num-
bers are listed in Table 3.

The experimental data on the heat transfer coefficients under
different oil flow rates in the shell side were used to curve fit the
correlation between Nusselt number Nu and Reynolds number Re:

Fig. 13 Friction factor versus Reynolds number for CM

Fig. 14 Friction factor versus Reynolds number for SM

Table 3 Constants in the friction factor correlation „root-
mean-square deviation…

Heat exchanger C1 m1

RMSD
�%� Range of Reynolds number

CS 3.76 −0.578 3.12 �1960
0.316 −0.251 0.48 �1960

CM 1.40 −0.437 0.80 �2757
0.226 −0.206 0.10 �2757

SM 2.79 −0.269 0.10 �752
1.41 −0.167 0.35 �752
OCTOBER 2007, Vol. 129 / 1429
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Nu = C2 Rem2 Pr1/3 �8�

here Pr is the Prandtl number. The variations of NuPr−1/3 versus
e are given in Figs. 15–17. The corresponding constants C2 and
2 in Eq. �8� are given in Table 4.

4.3 Uncertainty Analysis. The uncertainty of the experimen-
al measurements is calculated based on the combination of the
ias error limit B and precision error limit P,

W = �B2 + P2 �9�
The precision error limit, which can be determined by statistical
ethod, is related to the standard deviation of the measurements.
he standard deviation of a variable R, SR, is given as

SR =
��

i=1

n

�Ri − R̄�2

n − 1
�10�

The standard deviation of the mean R̄ is related to the standard
eviation of R by �16�

SR̄ =
SR

�n
�11�

The precision error limit in the mean value can be determined
y �16�

Fig. 15 Nusselt number versus Reynolds number for CS
Fig. 16 Nusselt number versus Reynolds number for CM

430 / Vol. 129, OCTOBER 2007
P = tSR̄ �12�

where t is a function of the confidence level and the degrees of
freedom. At a 95% confidence level with a large number of
samples �over 30�, t=2.0 �16�. The number of samples taken in
this experiment is 60. Therefore, the value of t is taken as 2.0.
However, the precision error limit for temperature PT is very
small compared to the bias error limit BT for large number of
samples, fast data collection, and good uniformity of the data.
Therefore, the uncertainty of the experimental measurements, WT
is dominated by the bias error limit BT. The accuracy of the mea-
surement system supplied by the manufacturer is used to calculate
the bias error limit.

Given a variable R, which is a function of n independent vari-
ables x1 ,x2 . . . ,xn,

R = f�x1,x2, . . . ,xn� �13�

The absolute uncertainty of R can be determined as �16�

WR =�� �R

�x1
Wx1

�2

+ � �R

�x2
Wx2

�2

+ ¯ + � �R

�xn
Wxn

�2

�14�

where Wx1 ,Wx2 . . . ,Wxn are the absolute uncertainties of
x1 ,x2 . . . ,xn.

Typical uncertainty of the shell-side heat transfer coefficient is
about 15.64 W/m2 K. The maximum and minimum uncertainties
for the pressure drop are 155.9 and 190 Pa, respectively.

5 Conclusions
The performance of the proposed STHX with continuous heli-

cal baffles has been experimentally investigated in terms of its
heat transfer coefficient and pressure drop. The conclusions can be
summarized as follows.

�1� Under the same overall pressure drop, the shell-side heat
transfer coefficients of heat exchangers with continuous he-
lical baffles �CS and CM� are higher than that of the heat
exchanger with segmental baffles �SM�, and the heat trans-
fer coefficient of the heat exchanger with the side-in-side-

Table 4 Constants in the Nusselt number correlation

Heat exchanger C2 m2

RMSD
�%�

CS 0.0599 0.669 0.20
CM 0.0451 0.699 0.18
SM 0.0889 0.717 0.14

Fig. 17 Nusselt number versus Reynolds number for SM
Transactions of the ASME
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out shell design �CS� is about 2% higher than that with the
middle-in-middle-out shell design �CM�, especially at a
high shell-side fluid flow rate. The heat transfer coefficient
of the continuous helical heat exchanger with side-in-side-
out shell design �CS� is nearly 10% higher than that of the
segmental heat exchanger �SM�.

�2� The correlations between Nusselt number and Reynolds
number, and friction factor and Reynolds number were de-
veloped, with the root-mean-square deviation less than
3.12%.
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omenclature
A � area, m2

Ac � minimum free flow area for the exchanger with
continuous helical baffles, m2

As � minimum free flow area for the exchanger with
segmental baffles, m2

B � pitch of baffles, m
B � bias error limit

CS � continuous helical exchanger with side-in-side-
out design

CM � continuous helical exchanger with middle-in-
middle-out design

C1 ,C2 � constants
di � inner diameter of the tube, m
do � outer diameter of the tube, m
dsi � inner diameter of the shell, m
dct � diameter of center tube, m

f � friction factor
h � heat transfer coefficient of the STHX,

W/ �m2 K�
l � effective length of the tube, m

ṁ � mass flow rate, kg/s
m1 ,m2 � constants

Nu � Nusselt number
P � precision error limit

Pr � Prandtl number
Q � volumetric flow rate, m3/s

Re � Reynolds number
S � distance between two centers of tubes, m

SR � standard deviation of a variable R
SM � segmental exchanger with middle-in-middle-

out design
t � confidence level
u � characteristic velocity �maximum velocity at
minimum free flow area�, m/s

ournal of Heat Transfer
W � uncertainty of the experimental measurements

Greek Symbols
� � fluid density, kg/m3

� � thermal conductivity, W/�mK�
� � kinematic viscosity, Pa s

�po � overall pressure drop on the shell-side of the
exchanger, Pa

Subscripts
c � continuous helical exchanger
s � segmental exchanger
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Experimental and Numerical
Study of a Stacked Microchannel
Heat Sink for Liquid Cooling of
Microelectronic Devices
One of the promising liquid cooling techniques for microelectronics is attaching a mi-
crochannel heat sink to, or directly fabricating microchannels on, the inactive side of the
chip. A stacked microchannel heat sink integrates many layers of microchannels and
manifold layers into one stack. Compared with single-layered microchannels, stacked
microchannels provide larger flow passages, so that for a fixed heat load the required
pressure drop is significantly reduced. Better temperature uniformity can be achieved by
arranging counterflow in adjacent microchannel layers. The dedicated manifolds help to
distribute coolant uniformly to microchannels. In the present work, a stacked microchan-
nel heat sink is fabricated using silicon micromachining techniques. Thermal perfor-
mance of the stacked microchannel heat sink is characterized through experimental mea-
surements and numerical simulations. Effects of coolant flow direction, flow rate
allocation among layers, and nonuniform heating are studied. Wall temperature profiles
are measured using an array of nine platinum thin-film resistive temperature detectors
deposited simultaneously with thin-film platinum heaters on the backside of the stacked
structure. Excellent overall cooling performance �0.09°C/W cm2� for the stacked micro-
channel heat sink has been shown in the experiments. It has also been identified that over
the tested flow rate range, counterflow arrangement provides better temperature unifor-
mity, while parallel flow has the best performance in reducing the peak temperature.
Conjugate heat transfer effects for stacked microchannels for different flow conditions
are investigated through numerical simulations. Based on the results, some general de-
sign guidelines for stacked microchannel heat sinks are provided.
�DOI: 10.1115/1.2754781�

Keywords: conjugate heat transfer, thermal management, microelectronics,
micro-fabrication, microchannel, liquid cooling
Introduction
Heat removal has become one of the key design challenges for
icroelectronics as the total thermal design power �TDP�, the

ocal heat flux, and volumetric heat generation rates keep increas-
ng. Extensive efforts have been made to extend the widely used
ir-cooling technology for high power microprocessors through
ptimized chip design and layout, development of advanced pack-
ge materials, and optimized heat sink and air-flow configurations
1,2�. However, it is generally agreed that current air-cooling tech-
ology is approaching limits imposed by available cooling area,
eat sink and fan sizes, and acoustic noise �3–5�. Advanced liquid
ooling technologies employing single-phase or two-phase imple-
entation, such as jet impingement �4,6�, evaporative spray �7–9�,

hermosyphon �3,10�, and microchannel cooling �11–15�, emerge
s alternatives to meet the thermal design challenges.

For single-phase flow in microchannels, cooling capability en-
ancement is a result of reduced thermal boundary layer thickness
nd increased heat transfer area to volume ratio. For hydrody-
amically and thermally developed laminar duct flow, the heat
ransfer coefficient is inversely proportional to the hydraulic di-
meter. As a result, microchannels feature heat transfer coeffi-
ients that are orders of magnitude higher than those of macro-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 11, 2006; final manuscript received
ebruary 23, 2007. Review conducted by Ben Q. Li. Paper presented at the 2004
SME International Mechanical Engineering Congress �IMECE2004�, Anaheim,

A, Nov. 13–19, 2004.
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channels. This was first demonstrated by Tuckerman �11�, where a
heat sink, consisting of an array of parallel microchannels, was
shown to have a thermal resistance as low as 9�10−6 K/W m2

for a pumping power of 1.84 W. In a comparative investigation of
jet impingement and microchannel cooling, Lee and Vafai �16�
reported that for small heat source surfaces, microchannel cooling
performs better than jet impingement cooling even if proper treat-
ment is applied for the spent flow after impingement, based on the
optimized configuration for both techniques under practical con-
straints of pressure drop and flow rate.

Successful design of microchannel heat sinks relies on under-
standing the fundamental characteristics of the flow and heat
transfer inside microchannels. Following Tuckerman and Pease’s
work �11�, many efforts have been dedicated to investigate the
friction and heat transfer characteristics of microchannels. Several
studies �17–25� indicated that these two parameters deviate from
the classical theory developed for macrosize channels and the
transition from laminar to turbulent flow occurs at a considerably
smaller critical Reynolds number. However, there is no consensus
on the trend of this deviation among different researchers. For
instance, Wu and Little �17� performed tests for flow of gas in
trapezoidal microchannels and found the friction factor for lami-
nar flow in microchannel to be generally larger than predicted by
the Moody diagram and to be affected by surface roughness.
Pfahler et al. �18�, however, found the friction factor for micro-
channels to be smaller than predicted by laminar theory. The re-
ported deviations were attributed to sources, such as microrota-

tional effects of the molecules �Papautsky et al. �21��, flow

2007 by ASME Transactions of the ASME
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aldistribution in the manifolds �Harms et al. �22��, surface
oughness �Mala and Li �23��, electric double layer �Mala et al.
24��, and viscous heating �Tso and Mahulikar �25��.

In contrast, Xu et al. �26� reported that flow characteristics in
icrochannels with hydraulic diameter of 30–344 �m at Rey-

olds numbers of 20–4000 agree with predictions based on the
avier–Stokes equations. Qu and Mudawar �27� found good

greement between experiments and numerical simulations based
n conventional Navier–Stokes equation for microchannels
31 �m wide and 713 �m deep over Reynolds number range of
39–1672. Liu and Garimella �28� showed that conventional cor-
elations offer reliable predictions for laminar flow characteristics
n microchannels over a hydraulic diameter range of
44–974 �m. Recently, Lee and Garimella �29� investigated heat
ransfer in microchannels made in copper for a Reynolds number
ange of 300–3500. The widths of the studied channels ranged
rom 194 to 534 �m, while the depths are five times the widths.
n deducing the average Nusselt number, an average wall tempera-
ure based on a one-dimensional conduction model was used. For
aminar flow, the measured Nusselt number agrees with predic-
ions for thermally developing flow over the entire length of the
hannel. Kohl et al. �30� developed integrated pressure sensors to
easure axial pressure distribution inside a single microchannel

or water flow in the range of 4.9�Re�2068. It was observed
hat pressure drop for microchannels as small as 24.9 �m in hy-
raulic diameter can be well predicted by analytical results based
n the laminar theory for large channel size. Collectively, these
ecent works appear to indicate that the pressure drop and trans-
ort characteristics for macroscale channels also hold for the mi-
rochannels intended for microelectronics cooling.

Analyses have also been conducted for better understanding of
he conjugate heat transfer and the effects of several parameters.
hillips �31� provided an analytical model to estimate the thermal
esistance of the microchannel heat sink. Weisberg and Bau �32�
nalyzed a microchannel heat exchanger by numerical simulation
f heat transfer in the fluid and the solid substrate. Several as-
umptions made in the previous research were reexamined by Fe-
orov and Viskanta �33� who conducted a detailed analysis of the
hree-dimensional conjugate heat transfer inside microchannels. It
as concluded that the temperature gradient near the inlet region

s extremely large due to the rapid growth of thermal boundary
ayer. Vafai and Zhu �34� numerically investigated a two-layered

icrochannel heat sink with counterflow arrangement. It was
ound that counterflow arrangement reduces the temperature gra-
ient dramatically compared with single-layered microchannel for
he flow condition of Re=143.6. Koo et al. �35� evaluated the
hermal performance of a three-dimensional microchannel net-
ork for cooling of three-dimensional circuits based on a one-
imensional boiling model. It is predicted that one layer of the
icrochannel network can remove heat density up to 135 W/cm2

hile maintaining junction temperature within 85°C.
Despite the extensive research in characterizing the flow and

eat transfer transport inside microchannels, several issues need to
e addressed in order to implement microchannel cooling for mi-
roelectronics. Firstly, the pressure drop due to flow friction in a
icrochannel increases dramatically when the channel size

hrinks. To address this issue, manifold microchannel heat sinks
ere proposed by Harpole and Eninger �36� and numerically stud-

ed by Copeland et al. �37�. Compared with a conventional micro-
hannel heat sink, manifold microchannel heat sink features many
nlet and outlet manifolds, alternating at a periodic distance along
he length of the microchannels. For a fixed overall flow rate,
ressure drop for manifold microchannel is significantly smaller.
owever, there are some concerns about the complexity of the
esign and fabrication. Another issue, associated with any single-
hase cooling technique, is the surface temperature nonunifor-
ity. Along the flow direction, the coolant temperature rises as a

esult of the heat input. At the same time, the heat transfer coef-

cients decrease along the flow direction due to the growing

ournal of Heat Transfer
boundary layer thickness. In an optimization study, Bau �38�
found that reducing the cross-sectional area along the flow direc-
tion could dramatically reduce temperature nonuniformity; how-
ever, because of flow acceleration, the pressure drop increases
considerably. In the numerical work reported by Vafai and Zhu
�34�, counterflow arrangement was found to reduce temperature
gradient dramatically for one flow condition. Fluid distribution
into and out of microchannels is another challenge, due to the very
limited space. Manifold design is important not only for single-
phase microchannel flow but also for two-phase flow inside mi-
crochannels, as indicated by Hrnjak �39�. Webb �40� numerically
studied the flow distribution in parallel microchannels. It was re-
vealed for the condition studied that the maximum flow rate ratio
between parallel channels was 6.5:1 for Re=245 if a parallel
manifold is used. This indicates that severe nonuniformity can
happen without proper manifold design for microchannels.

Stacked microchannel heat sinks were discussed by Wei and
Joshi �41�. Several layers of microchannels can be bonded into a
stack. For a fixed flow rate, the pressure drop is reduced by a
factor almost equal to the number of layers, compared with single-
layered microchannels. The thermal performance of stacked mi-
crochannel heat sink is affected by aspect ratio, thermal conduc-
tivity of base material, and flow rate. A simple thermal resistance
analysis found that at fixed pumping power the overall thermal
resistance for a two-layered microchannel is 30% less than that of
a single-layered microchannel. Stacked microchannel allows cool-
ant flow in opposite directions, which may improve wall tempera-
ture uniformity, as also pointed out by Vafai and Zhu �34�. When
integrated with manifolds, stacked microchannel can provide uni-
form fluid flow for the parallel microchannels.

In this study, experiments have been conducted to evaluate the
thermal performance of such a stacked microchannel heat sink
consisting of two layers of microchannels, two layers of manifolds
and one fluid connection layer. All these layers are made of silicon
and bonded into a stack through silicon-silicon direct bonding.
The flexible design allows either counterflow or parallel flow on
the same structure. Results for both configurations over a range of
flow rate independently controlled for each layer are reported.
Numerical simulations are also performed to study the conjugate
heat transfer effects for both parallel and counterflow configura-
tions. Detailed heat transfer information is extracted to understand
the experimental results.

2 Experimental Setup and Procedure

2.1 Test Facilities. A schematic of the experimental setup is
shown in Fig. 1. A miniature diaphragm pump �overall dimension

3

Fig. 1 Schematic of the test flow loop
of 0.01�0.05�0.075 m � drives de-ionized �DI� water from the
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eservoir through two 8 �m filters and two rotameters to the test
odule. The cold water picks up the heat from the microchannel

eat sink and passes to the external circulating water through a
iquid-liquid heat exchanger and rejects the heat to a recirculating
hiller. A bypass loop is used to adjust the system flow rate and
ressure. Two needle valves control the flow rates through both
ow meters. Two differential pressure transducers are used to
onitor the pressure drops across the test modules. The inlet and

utlet water temperatures were measured using 0.0008 m
0.8 mm� diameter Copper-Constantan �T-type� thermocouples.
hese thermocouples were inserted into T fittings mounted imme-
iately before the inlet and after the outlet tubings. In this study, a
c power supply with the range of 0–100 V and 0–1 A is used to
rovide current to the platinum thin-film heaters deposited on the
ackside of the microchannel heat sink. Temperature profile along
he bottom wall of the microchannels stack is measured using the
ine thin-film platinum resistive temperature detectors. An Agilent
4970A data acquisition unit is used to collect all the data for
urther processing.

2.2 Test Module. The test module, illustrated in Fig. 2�a�,
onsists of five layers of silicon. Two microchannel layers are at
he bottom to provide the cooling. Two manifold layers above the

icrochannel layers provide fluid distribution. The fifth layer with
nlet and outlet ports is for fluid connection. The microchannels,

anifolds, and inlet-outlet ports are all fabricated using deep re-
ctive ion etching �DRIE� technique �42�. This technique employs
he standard Bosch process �42� in an inductively coupled plasma

achine to etch silicon wafers. High aspect ratio features, such as
icrochannels, can be fabricated. The dimensions of the two lay-

rs of microchannels are shown in Table 1 and Fig. 2�b�. In gen-

Fig. 2 Schematic of the test module. Dimensi
the stacked microchannel, „b… channel cross
stacked microchannel, and „d… bottom view o
ral, the side profile of the trench fabricated in DRIE depends on

434 / Vol. 129, OCTOBER 2007
the processing parameters as well as on the channel aspect ratio
�42�. For certain process parameters, narrow and deep trench
tends to be tapered while wide and shallow trench tends to be
reentrant �42�. The microchannels fabricated in this study have
reentrant shapes. The effects of this shape on the heat transfer
have been taken into consideration through numerical modeling of
the actual channel geometry. The five layers of silicon populated
with respective features are bonded into a watertight stack through
silicon-silicon direct bonding. Two separate flow networks are
now in place, as shown in Fig. 2�c�. Both the flow rate and the
flow direction into these two networks can be independently con-
trolled. Either counterflow or parallel flow configuration can be
conveniently implemented depending on the flow direction.

Thin-film heaters and temperature sensors are deposited on the
backside of the microchannel stack to provide heating and sens-
ing, respectively. Figure 2�d� shows a layout of the thin-film heat-
ers and sensors. The coarse lines represent heaters, while the fine
lines represent resistive temperature sensors. The nine resistive
thin-film temperature sensors, s1–s9, measure wall temperature
profiles along the flow direction. The heaters, when connected to a
dc power supply, simulate the electronic device to be cooled. The

are not drawn to scale. „a… Exploded view of
ction and dimensions, „c… Side view of the

e thin-film heaters and temperature sensors.

Table 1 Microchannel dimensions Ã103
„m…

Lc1 Lc2 wu wc1 wc2 wc3

18 10 0.1 0.056 0.054 0.061

wc4 Hc1 Hc2 H1 H2

0.053 0.284 0.243 0.5 0.5
ons
se

f th
Transactions of the ASME



h
a
t
i
c
l
c
i
d
c
d
p

t
c
T
i

c
T
t
c
l
l
r
�
u
r
o
t
a
p
s
1
f

P

H

F
F
m
a

J

eaters can be connected in three ways. Uniform heating is
chieved if one terminal of the dc power is connected to P2, while
he other terminal is connected to both P1 and P3. Partial heating
s achieved if only P2 and one of P1 and P3 is connected. Fabri-
ation of the heaters and sensors starts with the deposition of a
ayer of 1.2 �m thick silicon dioxide layer using plasma enhanced
hemical vapor deposition �PECVD�. Very thin titanium is depos-
ted subsequently as the adhesion layer and finally platinum is
eposited to form heaters and sensors. The metal surface is again
overed by silicon dioxide to provide insulation. Gold layer is
eposited to form bond pads for the final wire bonding to a
ackage.

The temperature sensors were calibrated in an oven against a
hermocouple attached to the surface. Figure 3 shows the typical
alibration curve. Very good linearity is seen for the range tested.
hese curves were used to determine the wall temperature accord-

ng to measured resistance of the sensors.

2.3 Test Procedures and Uncertainty Analysis. A list of
ontrolling parameters for the current experiments is shown in
able 2. A typical test run starts from a degassing process. The

rapped air was removed from the loop by running the system
ontinuously for about 1 h. The tested microchannel structure was
ocated at the lowest point of the loop such that air bubble is less
ikely to be trapped. In the current experiments, the overall flow
ate ranges from about 1.38�10−6 m3/s �83 ml/min� to 5.83

10−6 m3/s �350 ml/min�. The inlet water temperature was kept
niform at 20°C, as required by the flow meter. For each flow
ate, the power input was increased from zero to the maximum
utput available from the dc power supply. For each test, the
emperature and pressure drop were closely monitored. After
bout 30 min, steady state was typically achieved when the tem-
erature changes are less than 0.2°C within 5 min. Data were
ubsequently sampled continuously for 1 min at sampling rate of
Hz. After each test, an in situ flow rate calibration was per-

ormed by collecting and weighing the DI water for a certain

Fig. 3 Typical calibration curves of the resistive sensors

Table 2 Testing matrix

arameters Value

eating area Full �1�1 cm2�;
upstream �0.5�1 cm2�;
downstream �0.5�1 cm2�

low direction Parallel flow; counterflow
low rate ratio between
icrochannel layer 1 �MC1�

nd layer 2 �MC2�

1:1; 2:1; 1:2
ournal of Heat Transfer
amount of time.
Error sources for the wall temperature measurement include the

calibration uncertainty due to the thermocouple and uncertainties
due to the curve fitting for the calibration of the temperature sen-
sors. Any nonuniformity of the calibration oven is assumed not to
significantly affect the accuracy of the platinum sensors, as the
chip size is much smaller than the chamber. The combined effects
result in an uncertainty of ±0.41°C in temperature measurement
using the thin-film sensor. The power dissipation is determined
from the product of the voltage drop across and the current
through the heaters. Voltage input for the heaters were measured
across the heater, while the current through the heater is deter-
mined by measuring the voltage across a 0.1� shunt resistor. For
a typical run, this results in a ±0.14% uncertainty in voltage mea-
surement and a ±0.1% uncertainty in current measurement. These
uncertainties cause a ±0.2% in power input measurement. It is
noted here that actual heat input may be less than the measured
value due to the losses to the environment. It was found that the
power input measured in this way agreed within 5% of the actual
heat transfer rate to the cooling water, which is the product of the
flow rate, specific heat, and the water mean temperature rise from
inlet to outlet.

As for flow rate measurement, all the measurements were taken
at calibration points. Therefore, no data reduction errors were in-
troduced. The bias error due to calibration was estimated to be
±1%. The bias error due to reading is ±0.75 ml/min for all the
readings. Combining these errors produces an uncertainty of
±1.8% for 8.3�10−7 m3/s �50 ml/min�.

The channel dimensions were measured at 40 locations across
the microchannel area using an optical microscope for width mea-
surement and Wyko optical profilometer for depth measurement.
The uncertainty due to the microscope width measurement is es-
timated to be ±0.5 �m. The data scatter in width is around ±3%.
For depth measurement, the calibration uncertainty for the Wyko
profilometer is ±0.85%. The resulting depth scattering uncertainty
is estimated to be ±3%. The combined uncertainty for hydraulic
diameter is ±4.4%.

3 Experimental Results and Discussion
Experiments have been conducted for both parallel flow and

counterflow arrangements. For each case, both uniform heating
and partial heating are tested. As mentioned in the previous sec-
tion and shown in Fig. 2�d�, partial heating is made possible by
connecting power supply to the electrodes P2 and either P1 or P3,
which is referred as upstream heating or downstream heating, re-
spectively. This notation is used throughout the paper assuming
the reference stream flows from left to right. For counterflow, the
reference stream is the bottom layer. The inlet fluid temperature
varies from 20°C to 22°C due to the fluctuation in the chiller
operation. Throughout the experiments, flow rate in each layer is
controlled independently. Each parallel flow experiment is refer-
enced as PF-NM, where N represents the relative flow rate in the
bottom layer and M represents the relative flow rate in the top
layer. For example, PF-21 represents the parallel flow condition,
where the bottom layer has twice the flow rate as the top layer.
Similarly, each counterflow experiment is identified as CF-NM.
For both parallel and counterflow cases, the interlayer flow ratio is
one to one if it is not explicitly specified.

To quantify the overall thermal performance of microchannel
heat sinks, historically, a thermal resistance is defined as the maxi-
mum temperature difference divided by the heat flux �31�. In the
current experiments, the maximum temperature difference is be-
tween the maximum wall temperature and the coolant inlet tem-
perature. An on-chip thermal resistance is also defined to describe
the across-chip temperature uniformity. This resistance is based on
the measured maximum temperature difference over the backside
of the chip. Conventionally, a bulk resistance is also defined based
on the fluid bulk mean temperature rise along the channel. Con-

vection resistance is defined based on the temperature difference

OCTOBER 2007, Vol. 129 / 1435
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etween the average wall temperature and the local bulk resis-
ance. These resistances are defined in the following equations:

Rtot =
Tj,max − Tf ,in

Q
�1�

Ron chip =
Tj,max − Tj,min

Q
�2�

Rbulk =
Tf ,out − Tf ,in

Q
�3�

Rconv =
Tw,m − Tf ,m

Q
�4�

3.1 Uniform Heating. Figures 4 and 5 show the wall tem-
erature distribution along the flow direction for parallel flow and
ounterflow, respectively, for uniform heating with a heat input of
0 W/cm2. In both cases, the flow rate for the bottom layer is
qual to the top layer. For parallel flow, shown in Fig. 4, along the
ow direction, wall temperature increases almost linearly as a
esult of the uniform heating. The slope decreases as the flow rate

ig. 4 Wall temperature distribution for parallel flow and uni-
orm heating

ig. 5 Wall temperature distribution for counterflow and uni-

orm heating

436 / Vol. 129, OCTOBER 2007
increases. For counterflow in Fig. 5, the temperature is more uni-
form and the maximum temperature exists closer to the middle of
the chip along the flow direction. Comparing the results shown in
Figs. 4 and 5 reveals that the maximum temperature for counter-
flow case is higher than for parallel flow. As a result, the overall
thermal resistance is higher for counterflow than for parallel flow.
This effect on the overall thermal resistance is less significant as
the total flow rate increases. Above certain flow rate, this is neg-
ligible. As shown in Fig. 6, for large flow rates, the overall ther-
mal resistances for both parallel flow and counterflow are both
less than 0.1°C/ �W/cm2�. For counterflow configuration at small
flow rates, the fluid temperature rises rapidly such that near the
ends of the microchannel the temperature of the hot fluid in one
layer is actually higher than the temperature of the adjacent solid
regions where cold fluid in the other layer just enters. In these
regions, the heat flux is negative as heat flows from liquid to solid.
This effect diminishes as flow rate increases. A detailed numerical
analysis of this effect is performed in Sec. 3.

Figures 7 and 8 depict the effects of the different flow rate
combinations on the overall thermal resistance for parallel flow
and counterflow. Clearly, for both flow configurations, the more
flow passes through the bottom layer, the lower the overall ther-
mal resistance is.

The total thermal resistance decreases as the total flow rate

Fig. 6 Total thermal resistances for parallel flow and counter-
flow with equal flow rate at each of the two microchannels
layers

Fig. 7 Total thermal resistances for parallel flow with different

interlayer flow rate ratios

Transactions of the ASME
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ncreases because both bulk resistance and convection resistance
ecrease. It is interesting to note that the total thermal resistance
or counterflow decreases faster than for parallel flow. As a result,
t large flow rates, counterflow and parallel flow have almost the
ame total thermal resistance. For counterflow, increasing flow
ate not only reduces the bulk and convection resistances but also
educes the negative heat flow present near the ends of the
hannel.

Flow rate combinations also affect the temperature uniformity
cross the chip. Figure 9 shows the on-chip resistances for three
nterlayer flow rate ratios for both parallel flow and counterflow.
s expected, counterflow has significantly smaller temperature
onuniformity than parallel flow. For instance, at the lowest flow
ate tested, the temperature nonuniformity for counterflow is 40%
ess than for parallel flow. For counterflow, contrary to the trend of
he total resistance, the on-chip resistances increase when more
ow passes the bottom layer. In general, the presence of a reverse

emperature gradient at the top layer smoothes out some of the
ffects of the bottom layer. As less coolant is passed through the
op layer, this effect becomes less significant and a steeper tem-
erature profile results. For parallel flow, the trend for on-chip
esistances agrees with the total resistances. The on-chip resis-
ance decreases as more flow passes the bottom layer. Interest-
ngly, for counterflow, there is an optimum flow rate combination
here the on-chip resistance can be minimized to achieve better

ig. 8 Total thermal resistances for counterflow with different
nterlayer flow rate ratios

ig. 9 On-chip thermal resistances for different flow

ombinations

ournal of Heat Transfer
chip temperature uniformity. For parallel flow, if pressure drop
penalty is not considered, most of the flow should pass the bottom
layer to reduce both the total resistance and the on-chip resistance.

The total thermal resistances for different power input levels are
shown in Tables 3 and 4 for counterflow and parallel flow, respec-
tively. For both counterflow and parallel flow, the total thermal
resistance increases slightly with increasing power input. As
power input increases, coolant temperature also increases. For DI
water, the viscosity decreases while the thermal conductivity in-
creases with increasing temperature �11�. This would be beneficial
to the convective heat transfer between liquid and solid. On the
other hand, thermal conductivity of semiconductors, such as sili-
con, decreases considerably as the temperature increases �11�.
These two effects compete against each other such that the overall
thermal resistance is not sensitive to the power input level.

3.2 Partial Heating. Figures 10–15 present the results where
only half of the heaters are powered up. For all these cases, equal
flow rate is applied to each layer and the total power input is
35 W. Figures 10 and 11 show the measured wall temperature for
parallel flow and counterflow, respectively. Only the downstream
half heaters are powered up. For both cases, temperature increases
along the reference flow direction. Due to conductive heat spread-
ing, the temperature of the upstream walls also increases. This is
more evident for counterflow cases. Clearly, parallel flow has a
lower peak temperature for the flow rate range studied.

Upstream heating cases are plotted in Figs. 12 and 13. For
parallel flow, upstream heating has better temperature uniformity,
as well as a smaller peak temperature than for downstream heat-

Table 3 Thermal resistances „°C/W… for different power inputs
for counterflow

Flow rate �ml/min� 83 116 147 177

Qinput=70 W 0.257 0.191 0.158 0.137
Qinput=18 W 0.251 0.181 0.151 0.129

Table 4 Thermal resistances „°C/W… for different power inputs
for parallel flow

Flow rate �ml/min� 83 116 147 177

Qinput=70 W 0.226 0.176 0.151 0.134
Qinput=18 W 0.223 0.174 0.148 0.133

Fig. 10 Temperature distribution for parallel flow with down-

stream half heating
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ng. This is because for upstream heating the heat source is local-
zed near the entrance of the channel where the heat transfer is

ost efficient; whereas for downstream heating the heat source is
ocalized near the exit of the channel where heat transfer coeffi-
ient is considerably smaller than entrance region. Similar to the
ase of downstream heating, the peak temperature for counterflow
s higher than for parallel flow.

As expected, the total thermal resistance for half heating is
igher than uniform heating as the heat is more localized and the
ffective heat transfer area is less. Figures 14 and 15 plot the ratio
f total resistance for half heating to that of uniform heating for
arallel flow and counterflow, respectively. For both cases, the
ncrease in thermal resistance due to half heating intensifies as the
ow rate increases. As the liquid flow rate increases, the effective
iot number increases. The conductive heat spreading is reduced,
s the convective heat transfer is more efficient. This causes more
evere localized heating effects than at lower flow rate conditions.
herefore, for high-end microelectronic cooling applications, in
ddition to increasing coolant flow rate, it is also important to
ptimize the heat source locations to minimize localized heating
ffects. As shown in Fig. 14, for parallel flow, the ratio for up-
tream heating is lower than the ratio for downstream heating.

ig. 11 Temperature distribution for counterflow with down-
tream half heating

ig. 12 Temperature distribution for parallel flow with up-

tream half heating
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This is because heat source in upstream heating is closer to the
region of high heat transfer coefficient. For counterflow, this ratio
is lower for downstream heating than for upstream heating, as
shown in Fig. 15. This is possibly due to the less severe negative
heat flux for downstream heating than for upstream heating. How-
ever, for both counterflow and parallel flow, the difference be-
tween downstream and upstream heating is within 5%.

4 Numerical Study of the Conjugate Heat Transfer for
Stacked Microchannels

Figure 6 revealed that for low flow rate conditions, the total
thermal resistance for parallel flow is considerably smaller than
that of counterflow. However, as the flow rate increases the dif-
ference decreases, and for certain large flow rates there is virtually
no difference between the total thermal resistances of the two flow
configurations. To better understand the thermal performance for
parallel and counterflow microchannel heat sinks, numerical simu-
lations were conducted to study the conjugate heat transfer effects.

4.1 Modeling Approach. The computational domain, shown
in Fig. 16, is essentially a unit cell of microchannel arrays. It
includes both solid and fluid regions.

The dimensions of the computational domain can be deter-

Fig. 13 Temperature distribution for counterflow with down-
stream half heating

Fig. 14 Increases in thermal resistance for parallel flow cases

undergoing localized heating
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ined from Table 1. A top cover plate with the same thickness as
he microchannel layers is added to the computation domain to
imulate the effects of the manifold layers above the
icrochannels.
Conservation equations for mass, momentum, and energy for

ingle-phase laminar flow with conjugate heat conduction were
olved using a commercial code �FLUENT�. The boundary condi-
ions used for the simulation are described below. At the inlets,
niform velocity and temperature conditions are assumed. These
alues are taken from experimental results. Outflow conditions are
pplied at the outlets. Uniform heat flux is applied at the bottom
f the silicon structure, and symmetric boundary conditions are
pplied at the vertical center planes located at the midpoint of the
hannel width. All other walls are considered adiabatic consider-
ng the dominance of the convective heat transfer. Temperature-
ependent thermophysical properties are used for water and
ilicon.

Tables 5 and 6 list the input conditions used for the simulations.
or both counterflow and parallel flow conditions, a small flow

ig. 15 Increases in thermal resistance for counterflow cases
ndergoing localized heating
Fig. 16 Domain of computation for numerical modeling

ournal of Heat Transfer
rate scenario and a large flow rate scenario were considered.
Grid sensitivity study was conducted and a grid system of 40

�120�120 was used finally for all the computations. Further
refinement �40�120�200� results less than 0.1% changes in the
maximum temperature differences on the bottom wall.

To further validate the numerical model, the predicted tempera-
tures are compared with the measurements for the counterflow
arrangement at a total flow rate of 1.38�10−6 m3/s �83 ml/min�.
As shown in Fig. 17, the predictions are generally within 1°C of
the measured results, which corresponds to about 5% in terms of
overall thermal resistance. Note that there are no data points lo-
cated exactly at the ends of the channels. Two factors may con-
tribute to the differences. One is the fact that the computational
domain covers only the microchannel section. In the model, adia-
batic conditions are used at the inlet and outlet cross sections. The
actual device includes extra silicon region, which could provide
further heat conduction path to the environment. The second fac-
tor is that each of the nine measurement points represents the
average temperature over a 1 cm�0.55 mm region. With these in
mind, the numerical model is considered sufficiently accurate for
this study.

4.2 Modeling Results and Discussion. Figure 18 displays the
heat fluxes at the six solid-liquid interfaces for the parallel and
counterflow conditions. For both cases, the flow rate is 1.38
�10−6 m3/s �83 ml/min�. The numbers on the contour lines in-
dicate the heat flux value in kW/m2. For parallel flow in Fig.
18�a�, the coolant flows along the positive x direction in both
layers. For counterflow in Fig. 18�b�, the coolant flows along the
positive x direction in the bottom layer and the negative x direc-
tion in the top layer. For parallel flow, the heat flux at the bottom

Table 5 Computational conditions for parallel flow

Total flow rate
�ml/min� Tf ,1 �K� Tf ,2 �K� V1 �m/s� V2 �m/s�

Heat flux
�W/cm2�

83 294.59 294.26 0.4421 0.5127 71
300 294.56 294.61 1.62 1.83 71

Table 6 Computational conditions for counterflow

Total flow rate
�ml/min� Tf ,1 �K� Tf ,2 �K� V1 �m/s� V2 �m/s�

Heat flux
�W/cm2�

83 295.55 295.67 0.4421 0.5127 70
300 294.8 294.85 1.62 1.83 71

Fig. 17 Wall temperature distribution along the flow direction
−6 3
for counterflow with 1.38Ã10 m /s „83 ml/min… total flow rate
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ayer peaks at the entrances for each of the three interface walls.
s the flow moves along the x axis, the boundary layer thickness

ncreases, and the heat flux decreases rapidly. This is evident from
he temperature contours shown in Fig. 19 for different axial lo-
ations along the flow directions. The same trend was also re-
orted by Fedorov and Viskanta �33� for a single-layered micro-
hannel. However, the heat flux pattern for the sidewall of the top
ayer is significantly different. Near the entrance, the heat flux
rops initially because of the boundary layer development. After a
hort distance, it starts increasing. Near the exit �around 7 mm
rom inlet for the sidewall�, it approaches a local maximum after
hich the heat flux drops again. The fact that heat flux increases

long the flow direction for the major portion of the channels is
ather surprising. This is the unique feature of stacked microchan-
els. Heat distribution between different layers of channels varies
long the flow directions due to the relative importance of the
hermal resistance for each layer. Near the inlet, the bottom layer
ominates the heat transfer such that there is much more heat
issipated from the bottom layer than from the top layer. As the
ow progresses through the microchannel, the boundary layer

hickness for the bottom layer increases. Although the boundary
ayer thickness for the top layer also grows, the relative impor-
ance of the thermal resistance for the bottom layer increases.
herefore, the amount of heat transferred to the top layer in-
reases. As the boundary layers for both layers develop, the rela-
ive importance of the thermal resistance for the top layer in-
reases, which causes a reduction in heat flux near the exit. A
loser look at the heat flux across the interlayer borders supports
his argument, although this is not shown here. For larger flow

Fig. 18 Heat flux at solid-liquid interfaces in
„83 ml/min…. „a… parallel flow and „b… counterfl
kW/m2 for a total flow rate of 1.38Ã10−6 m3/s
ates, this effect is even more pronounced, as shown in Fig. 21�a�.

440 / Vol. 129, OCTOBER 2007
Fig. 19 Temperature contour map „K… for the cross sections
„Z-Y plane… at different axial positions, parallel flow with total
flow rate of 1.38Ã10−6 m3/s „83 ml/min…. „a… x=0.65 mm,

„b… x=5 mm, and „c… x=9.35 mm.
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he local maximum heat flux at the sidewall is located further
way from the inlet �about 9 mm� as the boundary layer develops
ver longer distance compared to the scenarios of lower flow rate.

Figure 18�b� depicts the heat flux across interface walls for the
ounterflow configuration at a flow rate of 1.38�10−6 m3/s
83 ml/min�. The interesting feature is that near the outlets of the
hannels of both layers the heat flux is negative such that heat is
ocally dissipated from the heated water to the surrounding cooler
ilicon. This is because the solid region near the outlets is also
ooled by fresh coolant entering the inlets of the other layer. At
ow flow rates, the temperature of the heated fluid is actually
igher than the surrounding solid. An effective heat exchange be-
ween the hot fluid and cool fluid exists. This helps to smooth out
he temperature gradient as reported in the experimental results in
ec. 4.1. However, the effective heat transfer area is also reduced
ince not all the channel surfaces are contributing to cooling posi-
ively. This has a negative effect on the thermal performance as
dentified in Fig. 6.

It is interesting to point out that heat flux variations along the
ow direction for counterflow are more dramatic than those for
arallel flow. Generally, heat flux near the entrance region for
ounterflow is larger than that of parallel flow. This is true for
oth small and large flow rate scenarios. Comparing temperature
lots in Figs. 19 and 20, the maximum temperature for counter-
ow is located near the center; whereas for parallel flow it is

ocated at the outlet.
A similar analysis can be performed for the case of a larger flow

ate of 5�10−6 m3/s �300 ml/min�, as shown in Fig. 21. As pre-
iously discussed, for parallel flow, the effect of the heat flow
istribution between the microchannel layers is even larger since
he boundary layer develops over longer distance. As a result, heat
ux in the top layer increases along the flow direction for a larger
ortion of the channel. For counterflow, the negative heat flux
ffect near the outlet is much weaker compared to low flow rate
cenario. As can be seen from Fig. 21�b�, only a small portion of
he channel experiences a negative heat flux. This is again consis-
ent with the results reported in Fig. 6. Figures 22 and 23 depict

ig. 20 Temperature contour map „K… for cross sections at
ifferent axial positions for counterflow at a total flow rate of
.38Ã10−6 m3/s „83 ml/min…. „a… x=0.65 mm, „b… x=5 mm, and
c… x=9.35 mm.
he cross-sectional temperature distribution. It is seen that for

ournal of Heat Transfer
larger flow rates, the location of the maximum wall temperature is
pushed away from the center of the channel length toward the
outlet region for the bottom layer.

5 Conclusion
A stacked microchannel heat sink was fabricated using micro-

fabrication techniques to address the limitations of single-layered
microchannel heat sinks. Experiments were conducted to study
thermal performance of the stacked microchannel structure. The
effects of flow direction and flow rate ratio in each microchannel
layer were investigated. Both uniform heating and partial heating
conditions were evaluated. Numerical simulations were conducted
to study the conjugate heat transfer inside stacked microchannels.
The main findings and conclusions are presented here.

�a� Stacked microchannel heat sink with two layers of micro-
channels results in thermal resistance as low as
0.09°C/ �W/cm2� for both counterflow and parallel flow
configurations. For the flow rate range tested, the coun-
terflow microchannel heat sink has better temperature
uniformity. At 83 ml/min, counterflow produces 40%
less temperature nonuniformity than parallel flow. For
small flow rate range, parallel flow configuration has
lower total thermal resistance. At high flow rate, thermal
performance for both is indistinguishable.

�b� For both counter- and parallel flow heat sinks, total ther-
mal resistance decreases when more fluid flows through
the bottom layer microchannels than through the top
layer. However, the pressure drop significantly increases.
The flow ratio between the top and bottom layers can be
customized to achieve both low pumping power and su-
perior thermal performance.

�c� Partial heating cases have significantly higher total ther-
mal resistance than full heating due to the localization of
heat source. For the smallest flow rate tested, thermal
resistance for partial heating increases compared to uni-
form heating by about 20% for parallel flow and 30–40%
for counterflow cases. Upstream heating conditions pro-
duce fewer penalties in thermal resistances compared
with downstream heating conditions for parallel flow.
The localized heating effect increases as flow rate in-
creases. Therefore, it is very important to strategically
locate the heat sources to minimize the localized heating
penalty, especially for high coolant flow rate conditions,
which are typical for high-end microelectronic cooling
applications.

�d� It is revealed through numerical simulation that for coun-
terflow, heat flux is negative for part of the microchannels
if the flow rate is small. This preheating effect effectively
reduces the temperature gradient at the price of increas-
ing overall thermal resistance. This effect is less impor-
tant for flow conditions with larger flow rate. These find-
ings from the numerical simulations agree well with
measurements.

�e� The detailed modeling also reveals some unique features
of stacked microchannels. For parallel flow, due to the
interactions between heat transfer in the top layer and the
bottom layer, there exists a local maximum heat flux at
the sidewalls of the top layer. This effect is more evident
for larger flow rate cases due to the longer boundary layer
growth. The unique features of the stacked microchannel
need to be carefully assessed before using any existing
heat transfer correlations based on idealized conditions.

It is concluded that single-phase liquid cooling using stacked mi-
crochannels can achieve excellent cooling performance if proper

considerations are given to the unique heat transfer characteristics.
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Fig. 21 Heat flux at solid-liquid interfaces in kW/m2 for a total flow rate of 5Ã10−6 m3/s
„300 ml/min…. „a… Parallel flow and „b… counterflow.
ig. 22 Temperature contours „K… for the cross sections at
ifferent axial positions for parallel flow at a total flow rate of
Ã10−6 m3/s „300 ml/min…. „a… x=0.65 mm, „b… x=5 mm, and
c… x=9.35 mm.

442 / Vol. 129, OCTOBER 2007
Fig. 23 Temperature contours „K… for the cross sections at
different axial positions for counterflow at a total flow rate of
5Ã10−6 m3/s „300 ml/min…. „a… x=0.65 mm, „b… x=5 mm, and

„c… x=9.35 mm.
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omenclature
CF-11 � counterflow with one flow in bottom layer and

one flow in top layer
CF-12 � counterflow with one flow in bottom layer and

twice as much flow in top layer
CF-21 � counterflow with one flow in top layer and

twice as much flow in bottom layer
H1 � total thickness of silicon wafer 1, m
H2 � total thickness of silicon wafer 2, m

Hc1 � height of channel 1, m
Hc2 � height of channel 2, m
Lc1 � length of channel 1, m
Lc2 � length of channel 2, m
Lch � length of the heater, m

P1, P2, P3 � three electrodes for the heaters
PF-11 � parallel flow with one flow in bottom layer and

one flow in top layer
PF-12 � parallel flow with one flow in bottom layer and

twice as much flow in top layer
PF-21 � parallel flow with one flow in top layer and

twice as much flow in bottom layer
Rbulk � bulk thermal resistance due to coolant heating,

°C/W
Rconv � convective thermal resistance, °C/W

Ron chip � on-chip thermal resistance, °C/W
Rtot � overall thermal resistance, °C/W

S1–S9 � array of nine thin-film temperature sensors
Tf ,in � fluid temperature at the inlet, °C
Tf ,m � mass average fluid temperature, °C

Tf ,out � bulk fluid temperature at the outlet, °C
Tj,max � maximum chip junction temperature, °C
Tj,min � minimum chip junction temperature, °C

Tw � wall temperature distribution, °C
Tw,m � mean wall temperature, °C
wc1 � bottom width of channel 1, m
wc2 � top width of channel 1, m
wc3 � bottom width of channel 2, m
wc4 � top width of channel 2, m
wu � unit width of channels, m

x � axial location with reference to the heaters, m

reek Symbol
�P � pressure drop, Pa
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Novel Design of a Miniature Loop
Heat Pipe Evaporator for
Electronic Cooling
Miniature loop heat pipes (mLHPs) are coming up with a promising solution for the
thermal management of futuristic electronics systems. In order to implement these devices
inside compact electronics, their evaporator has to be developed with small thickness
while preserving the unique thermal characteristics and physical concept of the loop
scheme. This paper specifically addresses the design and testing of a mLHP with a flat
evaporator only 5 mm thick for the cooling of high performance microprocessors for
electronic devices. A novel concept was used to achieve very small thickness for the
mLHP evaporator in which the compensation chamber was positioned on the sides of the
wick structure and incorporated in the same plane as the evaporator. This is unlike the
conventional design of the flat evaporator for mLHP in which the compensation chamber,
as a rule, adds to the overall thickness of the evaporator. The loop was made from copper
with water as the heat transfer fluid. For capillary pumping of the working fluid around
the loop, a sintered nickel wick with 3–5 �m pore radius and 75% porosity was used. In
the horizontal orientation, the device was able to transfer heat fluxes of 50 W/cm2 at a
distance of up to 150 mm by using a transport line with 2 mm internal diameter. In the
range of applied power, the evaporator was able to achieve steady state without any
temperature overshoots or symptoms of capillary structure dryouts. For the evaporator
and condenser at the same level and under forced air cooling, the minimum value of
0.62°C/W for mLHP thermal resistance from evaporator to condenser �Rec� was
achieved at a maximum heat load of 50 W with the corresponding junction temperature
of 98.5°C. The total thermal resistance �Rt� of the mLHP was within 1.5–5.23°C/W. At
low heat loads, the mLHP showed some thermal and hydraulic oscillations in the trans-
port lines, which were predominately due to the flow instabilities imposed by parasitic
heat leaks to the compensation chamber. It is concluded form the outcomes of the present
investigation that the proposed design of the mLHP evaporator can be effectively used for
the thermal control of the compact electronic devices with high heat flux
capabilities. �DOI: 10.1115/1.2754945�

Keywords: flat evaporator, novel design, electronic cooling, miniature loop heat pipe,
mLHP, thermal control
Introduction
Compact electronic devices such as notebooks with high per-

ormance microprocessors have been developed to meet the ex-
ensive data and graphic processing requirements of the end users.
avorably, this has helped to provide superior performance to the
lectronic equipment but at the same time the thermal manage-
ent of these high powered electronics is becoming an increas-

ngly challenging task. At present, the waste heat dissipated by the
otebook microprocessor is as high as 25–50 W �1� and is ex-
ected to increase further in the coming years. Apart from this, the
ense packaging of the high end chipsets with active heating area
s small as 1–4 cm2 gives rise to very high and concentrated heat
uxes. The problem is further complicated by the limitation of the
vailable space and the requirement to maintain the microproces-
or temperature below 100°C.

In order to design an appropriate thermal solution for the cool-
ng of such compact electronics, a thermal engineer has to deal
ith both design and performance challenges on the part of the

emperature control device �2�. On the design side, the objective is
o develop a thermal control device that can be successfully inte-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 16, 2006; final manuscript received

ebruary 9, 2007. Review conducted by Suresh V. Garimella.

ournal of Heat Transfer Copyright © 20
grated into the limited available space inside the electronic de-
vices such as notebooks while at the same time the performance
of the device has to be within the thermal specifications imposed
by the chip manufacturer. Two-phase passive cooling systems
based on heat pipes and vapor chambers have been invariably
used for the thermal management of such compact electronic
equipment �3–7�. Such systems have proven to be very efficient
cooling devices with ease of integration and design simplicity.
Nonetheless, the heat transfer limit of the heat pipe is limited at
high heat fluxes due to the considerable pressure losses associated
with the liquid flow inside the wick structure that spans the entire
length of the pipe. Also, for electronic cooling applications, heat
pipes are required to be relatively thin, which imposes an addi-
tional limitation on the heat transport capabilities of the device.
Different variants of liquid cooling based systems have also been
proposed for cooling power saturated microchips �8,9� but these
systems pose major reliability and integration issues. In this case,
the loop heat pipe can be considered as a potential cooling alter-
native due to its enhanced design configuration over the conven-
tional heat pipes and passive mode of operation that provide run-
time reliability as compared to pump activated systems.

Loop heat pipes �LHPs� are two-phase heat transfer devices that
depend on the capillary forces developed in a fine pore wick to
circulate the working fluid in the closed loop �10�. A LHP uses the

latent heat of evaporation of the working fluid to transfer waste

OCTOBER 2007, Vol. 129 / 144507 by ASME



h
c
t
t
i
r
t
t
t
f
s

f
b
p
�
c
�
m
d
t
t
m
o
n
t
c
c
c
f

m
r
n
m
l
t
i
d
s
h
a
A
r
w
o
c
r
e
c
m
a
r
c
m
m
n
m
a
i
a
c
w
f
b
s
d
c

1

eat from the source to the remotely located heat sink. This can be
onsidered as an enhanced design of heat pipes with spatially and
hermally separated liquid-vapor phases, and localized wick struc-
ure inside the evaporator section. Such a design approach makes
t possible to construct wickless transport lines with least flow
esistance and provide efficient heat exchange inside the evapora-
or by using an efficient system of vapor removal passages. Al-
hough primarily developed for space applications, the high heat
ransport capabilities of these devices have carried them to the
orefront of research and development in thermal cooling of con-
umer electronics.

For the successful use of LHPs in electronics cooling, the per-
ormance and design issues related to their miniaturization have to
e studied. In this context, different designs of miniature loop heat
ipe �mLHP� have been developed by researchers worldwide
11–14�. Generally, the design configuration of these mLHPs is
omposed of cylindrical evaporator with integral liquid reservoir
also called as compensation chamber�. An alternative design of
LHP with a flat evaporator �15–18� has also been successfully

esigned and tested. In such design, the evaporation section and
he compensation chamber �CC� make up the overall thickness of
he evaporator. The flat shape provides an optimum design for the

LHP evaporator for ease of integration to the heat source. Most
ften, the body of the loop is made from stainless steel with a
ickel wick and ammonia as the working fluid. However, due to
he safety issues associated with the use of ammonia, its use in the
onsumer electronics is not encouraged. In that respect, water is
onsidered as the most acceptable working fluid. mLHPs based on
opper-water have already been developed and tested with satis-
actory performance �18–20�.

In the design of the mLHP system for electronic cooling, the
ain restriction is imposed on the total thickness of the flat evapo-

ator, which, as a rule, also includes the CC thickness. It should be
oted that the decrease in the thickness of mLHP evaporator is
ainly possible by reducing the wick thickness. As a result, the

imiting thickness for the evaporator is predominately dictated by
he minimum thickness of the capillary structure that guarantees
ts intended functionalities as a thermal and hydraulic lock. Any
ecrease in the wick thickness beyond this limit can possibly re-
ult in some loss of the thermal performance. This is because the
eat locking feature of a wick with smaller thickness is reduced
nd this results in an increase of heat flow via wick to the CC.
part from the variables such as vapor saturation conditions,

oom temperature, geometric characteristics of transport lines, and
ick, the saturation temperature of the CC also affects the loop
perating temperature to appreciable extent �21�. As a result, in-
rease in the heat leaks to CC tends to increase the mLHP evapo-
ator temperature. It is expected that any attempt of decreasing the
vaporator thickness by reducing the thickness of vapor removal
hannels or CC is also associated with loss in the thermal perfor-
ance of the device. For the decrease in the evaporator thickness

t the expense of the vapor removal channel thickness, the flow
esistance and thus the overall pressure losses inside the loop in-
rease. If the overall pressure losses inside the loop exceed the
aximum capillary pressure generated by the wick structure, the
LHP will fail to operate. Such a decrease of evaporator thick-

ess is also not possible via thinning of the evaporator wall as this
ay lead to the deformation of the evaporator heating face under

ttachment pressure between the evaporator and source face that
s required for efficient heat acquisition from the heat source. Any
ttempt to decrease the CC thickness will reduce the liquid storage
apability of the chamber, which may result in poor priming of the
ick prior to startup. In addition to this, the potential for bubble

ormation inside the CC of limited thickness may produce flow
lockage and consequently flow instabilities inside the loop. It is
een that numerous performance issues are associated with the
ownscaling of the evaporator thickness, some of which are dis-

ussed above. However, for successful application of the loop
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system to the cooling of compact and high end electronic equip-
ment, their miniaturization with respect to the evaporator thick-
ness is necessary.

The main objective of the present study was to design and test
a miniature LHP with an evaporator thickness of 5 mm. A novel
concept was used in the design of the mLHP evaporator in which
the CC was positioned on the sides of the evaporation zone. The
designed mLHP was intended to transfer a maximum of 50 W
heat load over a distance of up to 150 mm with the evaporator and
condenser at the same horizontal level. The thermal performance
of the device was found to be satisfactory and in accordance with
the cooling requirements for the high powered and compact elec-
tronic devices.

2 Description of Experimental Prototype
The schematic of the mLHP is shown in Fig. 1 and consists of

the evaporator structure, finned condenser, vapor line, and liquid
line. For the loop evaporator, the design is influenced by the avail-
able space inside the electronic equipment. The present study con-
siders laptop computer as a compact electronic equipment and
based the design of the mLHP on the space constraints inside it. In
this case, the evaporator is rectangular in shape with a planar
dimension of 45 mm�L��35 mm�W��5 mm�T�. It is expected
that the thickness of the designed mLHP evaporator is lowest
among the flat evaporators tested to date. The evaporator body is
basically comprised of the evaporator region and an integrated
CC. Figure 2�a� presents the cross section of the evaporator show-
ing the internal details. The evaporator region is composed of
vapor removal channels and a wick structure. It should be noted
that in the standard design of the flat evaporator for mLHPs
�15,16�, the CC is incorporated on the top of the capillary evapo-
rator, which adds to the overall thickness of the evaporator struc-
ture. In order to achieve the small thickness of 5 mm, a new

Fig. 1 Schematic of the experimental prototype and test lay-
out for the mLHP. „a… Bottom view of the mLHP showing tem-
perature measurement points and the heater location. „b… Top
view of the mLHP showing different loop components and con-
denser fan location. „c… Side view of the mLHP showing the
evaporator thickness and the heater location relative to the
evaporator active zone.
evaporator design was developed in which the CC was positioned
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n the plane of the wick structure, as shown in Fig. 2�a�. With this
pproach, it was possible to decrease the evaporator thickness by
early one-half while preserving the physical concept of the loop
cheme.

The CC is thermally and hydraulically linked to the evaporation
one via the capillary structure and principally performs two main
unctions: �1� It accommodates the extra liquid inventory that is
isplaced from the evaporator grooves, vapor line, and part of
ondenser during the loop startup and �2� it promotes the wetting
f the wick structure at all times during the cold state as well as
ormal operation of the loop. To ensure that these tasks are per-
ormed properly, special consideration has to be given to the CC
ith respect to the overall volume and the liquid access to the
ick matrix. For the designed mLHP, the volume of the CC was
ept equal to the total volume of the loop so that it may be able to
ccommodate most of the displaced liquid during startup as well
s changing heat loads. In the new design, the CC provides liquid
ccess to the wick structure from the three side faces.

Due to the miniature size of the LHP, the pressure loss associ-
ted with flow resistance is relatively high. For that reason, it is
mperative to use a wick structure with fine pore size that can
rovide sufficient capillary pressure to keep the working fluid in
ontinuous circulation during loop operation. The function of cap-
llary pump was efficiently performed by a sintered nickel wick
ith the effective pore radius of 3–5 �m, 75% porosity, and
.5 mm thick. In addition to capillary pumping, in LHPs, the wick
tructure is also expected to provide a thermal and hydraulic lock
o minimize backconduction of heat and prevent any reverse flow
f vapor to the CC via the wick. These functionalities were effec-
ively performed by nickel wick due to its relatively low thermal
onductivity and fine pore size. Here, the presence of the liquid
nside the small pored wick generates enough capillary pressure to
revent reverse flow of vapor through it. It should be noted that on
ne side, low thermal conductivity of the wick structure is desir-
ble to reduce the heat leaks to the CC while at the same time,
igh thermal conductivity is advantageous at the evaporating zone
i.e., wick wall interface� to improve heat transfer process. Such a
onflicting situation is best dealt by the nickel wick whose thermal
onductivity is neither very low �like plastic wicks� nor very high
like copper wick�. Unlike the conventional heat pipe, the capil-
ary structure is localized in the heat acquisition zone of the

LHP evaporator. This allows the transport lines to be made from
mooth walled tube that offers low hydraulic resistance to fluid
ow and can be easily bent for integration inside the limited avail-
ble space within the equipment enclosure.

A system of vapor removal passages, as shown in Fig. 3, con-
isting of 20 microchannels with a rectangular cross section of
.7 mm depth and 0.5 mm width �Fig. 2�b�� were machined on the
nside of the evaporator active zone with an area of 22

22 mm2. The evaporator active zone is the portion of the evapo-
ator where the heat source is actually attached. For the transport
ines, copper tubes with an internal diameter of 2 mm were used.

ig. 2 mLHP Evaporator. „a… Cross-sectional details of the
LHP evaporator. „b… Sectional view of vapor removal

hannels.
eat load applied at the evaporator was transferred over a distance

ournal of Heat Transfer
of 150 mm via the vapor line that was connected to the evapora-
tion zone and lies inline with the system of vapor removal chan-
nels. The condensed liquid from the condenser was carried back to
the evaporator via the liquid line, 290 mm length, which connects
to the CC �Fig. 3�.

For rejection of the latent heat transported from the evaporator,
a fin-and-tube-type condenser was installed at the end of the vapor
line. The condenser was 50 mm in length and 10 mm in thickness.
It was provided with external fins measuring 20�10 mm2 with a
thickness of 0.2 mm and fin pitch of 1 mm. The charging of the
mLHP was done via a copper line attached to the CC. Water was
used as the heat transfer fluid due to its superior heat transfer
characteristics and acceptability in electronic cooling. The quan-
tity of water charged inside the loop was such that 50% of the CC
should be occupied with the liquid at all times even when the
mLHP is not operating. This helps to ensure that sufficient wetting
of the wick has been accomplished before startup of the mLHP is
initiated. If the wick is improperly wetted, the chances of startup
failure and consequential high thermal resistance of the mLHP
increase.

The design of the mLHP was performed on the basis of the
maximum capillary pressure generated by the porous structure on
the working fluid, which depends on the surface tension coeffi-
cient ��l� of the liquid working fluid and mean effective pore
radius �reff� of the porous structure and is given by Young-Laplace
equation �22� as

��Pcap�max =
2�l

reff
�1�

For the proper startup and continuous operation of the mLHP, the
capillary pressure developed inside the fine pore wick must be
greater than or equal to the total pressure loss incurred by the
working fluid inside the loop. This necessary condition for the
serviceability of the LHP should be satisfied by the loop design
and can be stated in mathematical form as follows:

��Pcap�max � �Pv + �Pl + �Pg = �Pt �2�

The total pressure drop in the loop �Pt is the sum of the pressure
losses due to vapor flow �Pv, liquid flow �Pt, and hydrostatic
pressure loss due to the tilts of the device in gravity force field
�Pg.

The pressure drop due to friction losses in liquid or vapor flow
through the loop �for laminar or turbulent flows, circular or non-
circular pipes, smooth or rough surfaces� is given by Darcy-

Fig. 3 Planar view of the mLHP evaporator showing the posi-
tion of the evaporation zone and CC
Weisbach equation �23� as
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here f , a dimensionless quantity and function of Reynolds num-
er, is the Darcy friction factor. For perfectly smooth pipes/
hannels, friction factor f is given by

f =
64

Re
Re � 2300 �laminar flow� �4�

f =
0.316

Re0.25 Re � 2300 �turbulent flow� �5�

he vapor pressure loss in the vapor line is the major resistance
hat the fluid has to overcome in order to circulate continuously
nder capillary head.

The pressure drop due to liquid flow through the wick thickness
Pw can be determined by Darcy’s law of fluid flow through
orous media that denotes the effect of applied pressure on the
ow rate of fluid for the given physical properties of the porous
tructure �24� and is given as

�Pw = � tw

Aw
�� �l

�lhlv
�� 1

kp
�Q• �6�

here kp is the permeability of the evaporator wick and describes
ts ability to transport liquid under an applied pressure gradient.
s evident from Eq. �6�, pressure losses are magnified for smaller
alues of permeability.

In the present case, as the testing was done in the horizontal
onfiguration, therefore the hydrostatic resistance due to the tilts
f the device in gravitational field was nonexistent.

The effective thermal conductivity of the wick is very important
arameter to be considered during the selection of the wick ma-
erial and design of the capillary evaporator. It is a useful param-
ter to correctly calculate the wick thickness, which is the most
ritical factor related to evaporator design. Alexander �25� gives a
elation to calculate the effective thermal conductivity keff of the
omogeneous wick structure as

keff = kl� kl

kw
�−�1 − 	�


�7�

here 
 is the constant equal to 0.59.

Testing Method
Figure 1 shows the experimental setup for testing the mLHP

rototype. The thermal performance of the mLHP was evaluated
y using a heat load simulator with an active footprint of 10
10 mm2. In this case, the heat simulator imitates a compact
icroprocessor of the next generation electronics such as note-

ooks and offers high heat fluxes to carry out rigorous thermal
esting of the mLHP. The heat source provided a concentrated heat
oad to approximately 20% of the evaporator active zone. It can
hus be classified as the local heating mode of the mLHP evapo-
ator. The heat simulator was made from a copper block with
achined holes in which two cartridge type heaters were inserted.
uring testing, the source was attached symmetrically to the cen-

er of the evaporator active face. The condenser cooling was pro-
ided by forced convection of ambient air with an inlet tempera-
ure of �24±2�°C that was provided by a centrifugal fan with a
olumetric flow rate of 0.1 m3/min.

To measure temperature, T-type thermocouples with an accu-
acy of ±0.5°C were installed at different locations along the
xternal surface of the mLHP. Figure 1�a� shows the location of
hese temperature measurement points. A Keyence Thermo Pro
000 was used as data acquisition unit to monitor and record
eadings from these thermocouples during transient as well as
teady state operation of the loop. The thermal characteristics of
he mLHP were measured on the basis of the junction tempera-

ure, saturated vapor temperature, maximum heat capacity, evapo-
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rator thermal resistance �Re�, mLHP evaporator to condenser ther-
mal resistance �Rec�, and total thermal resistance �Rt� of the
device. Thermal resistances were calculated on the basis of rela-
tions �8�–�10� given below.

Evaporator thermal resistance

Re =
�Tj − Tv�

Q• �8�

mLHP evaporator to condenser thermal resistance

Rec =
�Tv − Tc�

Q• �9�

Total thermal resistance

Rt =
�Tj − Ta�

Q• �10�

In the above equations, Tj is the junction temperature that was
measured at the interface of the heater and the evaporator active
zone. For measuring the junction temperature, a thermocouple
was installed in a fine groove that was machined on the active face
of the heat load simulator. Such a groove was difficult to machine
on the evaporator surface as the thickness of the wall was very
small �i.e., 0.8 mm�. In order to quantify the thermal contact re-
sistance between the heater surface and the evaporator heated
wall, test was conducted under the same experimental conditions
by simulating the interface using copper plate. A copper plate was
provided with a thermocouple inside the groove that was ma-
chined on it. This plate was then installed between heater and
evaporator wall and the contact resistance between the heater and
contacting plate surface was determined. As an outcome of this
test, the contact resistance was measured to be
0.07–0.1 cm2 °C/W. The low values of the contact resistance
were achieved by confirming the mating faces to be truly flat and
using appropriate thermal fillers and contact pressure. Special care
was taken to reproduce the same interface conditions while
mounting mLHP evaporator on the heater block. Tv denotes the
saturation vapor temperature at the outlet of the evaporator, i.e.,
Tevap-out in Fig. 1�a�. For the determination of the mLHP evapo-
rator to condenser thermal resistance �Rec�, evaporator tempera-
ture was taken to be equal to the saturation vapor temperature Tv
at the evaporator outlet, i.e., Tevap-out, and condenser temperature
�Tc� was calculated by taking mean of the condenser inlet
�Tcond-in� and condenser outlet �Tcond-out� temperatures. The ther-
mocouple point Ta was suspended in the air to measure the tem-
perature of the ambient air. The heat load Q• input to the mLHP
evaporator was controlled and measured by using a wattmeter
with an accuracy of ±0.1 W. During the testing, the input power
to the heat source was increased in increments of 5 W.

In the calculation of the thermal resistance R, the maximum
error can be estimated on the basis of the uncertainty in the mea-
surement of temperature by thermocouple �i.e., ±0.5°C� and heat
load by wattmeter �i.e., ±0.1 W�. The errors in the reported values
of the thermal resistances were calculated in the entire range of
the applied heat load and lie between 1% and 7.8%. The heat
simulator and the evaporator body are exposed to the ambient;
hence, some part of the applied heat load is lost to the external
environment due to the losses associated with natural convection
and radiation to the ambient air. A simplified model �23� was
designed to calculate these losses and approximated them to be in
the range of 7–10% of the input power.

In the experiments, the testing of the mLHP prototype was per-
formed with the evaporator and condenser at the same horizontal
level. The effect of the gravity on the device performance was not
studied in this phase of experiments. In the tests, the start-up and
steady state behavior of the device was studied in detail. Startup
of the mLHP was assumed to occur when both the evaporator and
the condenser had warmed and the difference between the evapo-

rator outlet and the condenser inlet was less than 1°C. If the
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emperature of the evaporator rises continuously on the initial ap-
lication of heat load and the condenser does not follow, start-up
ailure is supposed to occur. Steady state at a given heat load was
haracterized by the constant temperature of the mLHP evapora-
or.

Results and Discussion
Figure 4 shows the startup of the mLHP for an input heat load

f 20 W. As the heat load is applied to the evaporator active zone,
n initial rise in the junction temperature is noted. This is followed
y the vaporization of the liquid inside the evaporation zone. The
esulting vapor displaces the liquid from the vapor removal chan-
els and vapor line around the loop into the CC. In Fig. 4, this is
hown by the sudden rise in the temperature first at the evaporator
utlet and then at the condenser inlet, due to the vapor flow inside
he vapor line. In Fig. 1�b�, the shaded parts of the mLHP show
he portion occupied by the liquid during steady state while the
lank portion is filled with vapor. The successful startup of the
LHP is registered by the initiation of the fluid circulation around

he loop, which is marked by the stabilization of the temperature
t the junction and other points on the mLHP, as shown in Fig. 4.
s a necessary condition of loop serviceability, the capillary pres-

ure generated at the liquid-vapor interface of the wick should be
qual to or greater than total pressure losses taking place inside
he system. It is made possible by self-adjustment of the meniscus
urvature at the evaporating face of the wick so that sufficient
apillary pressure is generated to keep the fluid in continuous
irculation around the loop.

A typical performance curve of the mLHP is shown in Fig. 5,
hich illustrates the heat load dependence of the saturation vapor

emperature. It is observed that the vapor or loop operating tem-
erature presents a rising trend with increasing heat load. The
aturation temperature of the mLHP is an outcome of multitude of
actors including the heat exchange processes inside the CC and
he vapor saturation conditions inside the evaporator. In the

LHP, apart from other variables, the CC temperature also influ-
nces the saturation conditions inside the mLHP evaporator due to
ts thermal and hydraulic linkages with the evaporation zone. It

eans that any change in the saturation condition inside the CC
egisters a direct influence on the loop operating temperature. At a
articular heat load, the CC temperature is influenced by three
ain heat transfer processes, i.e., heat exchange between the

vaporation zone and the CC due to the conduction through the
vaporator walls and wetted wick, heat exchange between the
eturning subcooled liquid and the CC, and lastly heat exchange
etween the CC and ambient due to natural convection and radia-
ion losses. For this reason, the condenser should be designed to
rovide sufficiently subcooled liquid to the CC to be able to coun-
erbalance the effect of the backconducted heat. It should be noted

Fig. 4 Startup of mLHP at 20 W input heat load
hat the volume flow rate of the returning subcooled liquid in-

ournal of Heat Transfer
creases with the input power but at high heat loads, a larger por-
tion of the condenser is acquired by two phase, which reduces the
degree of subcooling for the returning liquid. Contrary to this, the
parasitic heat leaks from the evaporator to the compensation
chamber decrease with increase in input power due to the pres-
ence of large liquid inventory inside the CC at high loads. As a
result, the saturation temperature of the CC depends on the out-
comes of these two competitive processes. At high powers, the
vapor mass output by the evaporator also increases that increases
the saturation pressure and thus operating temperature. In light of
the above discussion, it is expected that the rise in the loop satu-
ration temperature with the applied heat load results as an out-
come of heat exchange processes inside the CC and increase in
the vapor fraction inside the mLHP at high heat load that increases
the loop saturation pressure.

The maximum heat load capacity of the thermal control device
is largely limited by the maximum permissible temperature at the
heat source. In the electronics cooling applications, the tempera-
ture of the silicon microprocessor �i.e., heat dissipating source�
should be maintained below �100±5�°C limit. Using the present
design of mLHP, a maximum heat capacity of 50 W was success-
fully transferred over a distance of 150 mm while maintaining the
junction temperature below 98.5°C. Figure 6 presents the plot for
the junction temperature with respect to the applied heat load. The
high heat transport capacity with the novel evaporator design,
which corresponds to a heat flux as high as 50 W/cm2, clearly
confirms the viability of the proposed design for the cooling of
compact electronic devices.

The startup of the mLHP is a very complicated phenomenon,
which is affected by a large number of factors that include pre
startup states in the evaporator and CC, charged liquid inventory,
value of applied heat load, heat leaks across the wick, and orien-
tation of the loop. Depending on the pre-start-up fluid distribution
inside the evaporator and CC, four different types of startup be-
havior can result �26�. It was suggested that the condition when
liquid-vapor interface is already present inside the evaporation
zone is the most favorable for reliable startup of mLHP. When the
evaporator is flooded with liquid and an interface is present inside
the CC, the startup is most difficult and needs a high heat load to
initiate fluid motion. Even if the evaporator is not flooded with
liquid, still there exists some minimum value of heat load that is
required for the reliable startup of the device without use of any
active control. This minimum heat load is associated with the

Fig. 5 Head load dependence of the vapor temperature for the
mLHP
development of the minimum temperature and thus pressure dif-
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erence across the wick structure that is required for the initiation
f the fluid circulation during the startup of the loop. It is difficult
o build up such a temperature difference at low heat loads due to
eat leaks across the wick structure. Particularly, if the vapor
hannels are flooded with the liquid charge, a high degree of su-
erheat is required between the evaporator active wall and the
iquid to initiate nucleate boiling in the bulk charge. This is nec-
ssary for clearing liquid out of the evaporator and vapor line. In
he present design of the mLHP, the evaporator body was made of
igh conductive copper material with an efficient system of vapor
emoval passages that provide high convective heat transfer. The
evice was able to startup very reliably for heat loads as low as
0 W.

Figure 7 depicts the startup of the mLHP for 10 W input power.
t is evident from the startup trend that the mLHP was able to
chieve relatively stable temperature profile for the junction tem-
erature without any major performance issue. However, some
emperature oscillations were observed at the evaporator outlet
nd transport lines. Particularly, at the exit of the vapor line �i.e.,
ondenser inlet� and liquid line �i.e., CC inlet�, the extent of the
emperature fluctuations was high. These thermal oscillations are
xpected to be the combined effect of the oscillations in the heat

Fig. 6 Interface temperature versus applied heat load

ig. 7 mLHP startup at 10 W input heat load showing notable
emperature oscillations at the evaporator outlet and exit of the

apor and liquid line
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leaks �from the evaporator to the CC� and returning subcooled
liquid temperature �from the condenser� at low heat loads �27,28�.
From Fig. 7, it is observed that condenser inlet and CC inlet
temperature are totally �i.e., 180°C� out of phase while evaporator
outlet temperature is more or less in phase with the condenser
inlet temperature. If the plot is read along the marker A-B, it is
noted that periodic increase in the vapor flow from the evaporator,
which is indicated by rise in evaporator outlet temperature, results
in the slight drop in the junction and CC body temperature. Here,
the increase in the evaporator outlet �and also vapor line� tempera-
ture is due to the increased vapor flow inside the vapor line, which
brings about its temperature close to the true saturation tempera-
ture inside the evaporator. For the same reason, the increased flow
rate of the vapor raises the condenser inlet temperature. As a
consequence, the flowing vapor displaces some portion of liquid
from the condenser to the CC, thereby reducing the CC inlet tem-
perature due to liquid flow through it. Earlier, the high CC inlet
temperature was due to the backconduction of heat from the
source via evaporator/CC body. The displaced liquid charge inside
the CC contributes in the reduction of the CC and evaporator
interface �or junction� temperature. As sufficient power is not
available to keep adequate mass flow rate of vapor due to the heat
leaks across the wick structure, the reverse temperature trend fol-
lows, which increases the temperature at CC inlet while at the
same time reduces condenser inlet and evaporator outlet tempera-
ture, and thus the cycle is repeated and so forth. To some extent,
these thermal and hydraulic oscillations are also related to an in-
adequate charge inside the CC at low heat loads that increase the
effect of parasitic heat leaks to the CC �29�. For still lower input
powers, it was observed that the amplitude of these resulting os-
cillations increases further that makes it difficult for the mLHP to
achieve steady state operation. It should be noted that the occur-
rence of these thermal oscillations is the subject of ongoing inves-
tigation and has also been observed by other researchers world-
wide.

In the present design of the mLHP evaporator, the CC is copla-
nar with the evaporator body and also located in the proximity of
the active zone. The bulk quantity of the liquid inside the CC
makes contact with the metal wall rather than the wick structure.
As a consequence of such design, a major part of the backcon-
ducted heat is communicated to the CC liquid through the high
conductive copper wall. For that reason, the extent of the parasitic
heat loads from the heat source to the CC increases. However,
with the sufficient subcooling provided in the condenser to the
returning liquid, the mLHP was able to perform satisfactorily in
the test range of the applied heat load.

Figure 8 shows the dependence of the mLHP evaporator to
condenser thermal resistance �Rec� on the applied heat load. As the
input power to the heat source rises from 10 W to 50 W, there
was a decrease in the Rec value from 2.47°C to 0.67°C/W. At
low heat loads, the thermal resistance is comparatively higher than
at high loads. A similar trend was observed for the total thermal
resistance �Rt� versus the input power, as presented in Fig. 9. In
this case, Rt lies in the range of 5.23–1.5°C/W for 10–50 W
input power and is comparable with the thermal resistance of the
mLHP prototypes designed by other researchers �30�. The steady
decrease in the thermal resistance with the increase in the input
heat load is due to the favorable effect of the increase in fluid flow
rate at high input power. For low heat loads, the CC is only par-
tially filled with the liquid inventory, which results in low thermal
capacity of the CC for the absorption of the heat leaks from the
evaporator. As a consequence, the CC temperature rises under the
influence of the heat flows from the evaporation zone, which
marks the corresponding rise in the evaporator temperature. With
the increase in the input heat load, the liquid quantity inside the
CC increases, which provides better absorption of the heat leaks
from the active zone without any notable temperature rise. In
addition, at high heat loads, the volume flow rate of the liquid

passing through the CC and porous matrix increases, which re-
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uces the fraction of the back heat flow through the wick struc-
ure. The improvement in the thermal resistance at the high heat
oad is also attributed to the increase in the merit number of the
ater at high temperatures �19,31�. Merit number �M� is used to

ank the heat pipe working fluid and defined as the ratio of the
roduct of liquid density �l, liquid surface tension �l, and latent
eat, hiv, to the liquid viscosity �l. It is stated in Ref. �22� as

M =
�l�lhlv

�l
�11�

lso, at higher temperatures, the vapor density and vapor pressure
f water increase, which tends to decrease the vapor pressure
osses in the vapor line and evaporator grooves and thus the ther-

al resistance of the mLHP at high heat loads.
The resistance to the heat transfer process from the source-

vaporator junction to the working fluid was measured on the
asis of the evaporator thermal resistance �Re�, as defined by Eq.
8� and plotted in Fig. 10. In the range of applied heat load, low
alues for Re that lie within 0.23–0.38°C/W were obtained. In
he current evaporator design, this was made possible by the effi-

ig. 8 mLHP evaporator to condenser thermal resistance ver-
us applied heat load
Fig. 9 Total thermal resistance versus applied heat load

ournal of Heat Transfer
cient system of vapor removal channel and high conductive cop-
per material for the evaporator wall that provided minimal resis-
tance to the heat acquisition process.

5 Conclusions
The study can be summarized as follows:

• A mLHP with a novel design of evaporator of 5 mm thick-
ness was developed for the thermal management of high end
microprocessors for compact electronic devices such as slim
notebook computers.

• With forced air cooling of the condenser, the device was
able to transfer a heat flux as high as 50 W/cm2 over a
distance of up to 150 mm while maintaining the junction
temperature below 100°C. At the maximum heat load of
50 W, the junction temperature was 98.5°C.

• For heat load in the range of 10–50 W, the total thermal
resistance �Rt� of the mLHP was 1.5–5.23°C/W. The mini-
mum value of 1.5°C/W for Rt was achieved at 50 W. For
the mLHP evaporator to condenser thermal resistance �Rec�,
the corresponding minimum value of 0.62°C/W was ob-
tained.

• The device was able to start up reliably in the range of the
applied heat load. However, for low heat loads ��10 W�,
temperature oscillations were noted in the system. The mag-
nitude of these oscillations was high at the exit of the vapor
and the liquid lines. For the junction the temperature fluc-
tuations were minimal and it was possible to achieve virtu-
ally steady state conditions. It is expected that the oscilla-
tions where they occur are initiated by the combined effect
of the fluctuations in the parasitic heat leaks and the tem-
perature of the returning subcooled liquid to the CC at low
heat loads.

• For the designed mLHP, the copper-water combination per-
forms very efficiently in the range of the operating tempera-
tures. Water served as an excellent heat transfer working
fluid with superior thermal characteristics and acceptability
in electronic cooling applications.

• Overall, the new design of the mLHP evaporator showed
acceptable thermal performance for high powered chip cool-
ing application. Also, the proposed design can be easily in-
tegrated inside the compact enclosure of modern electronic

Fig. 10 Evaporator thermal resistance versus applied heat
load
equipment.
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omenclature
A � area, m2

D � diameter, D
f � Darcy friction factor

hlv � latent heat of vaporization, J/kg
kp � permeability of porous structure, m2

k � thermal conductivity, W/m K
L � length, m

M � Merit number, W/m2

Q• � heat load, W
r � pore radius of porous structure, m
R � thermal resistance, °C/W, K/W
t � thickness, m

T � temperature, °C, K
V � velocity, m/s

��Pcap�max � maximum capillary pressure generated by the
wick on liquid, Pa

�P � pressure difference, Pa

reek Symbols
� � surface tension, N/m
� � density, kg/m3

� � viscosity, Pa s
	 � porosity,%

ubscripts
a � ambient

cc � compensation chamber
c � condenser
e � evaporator

eff � effective
g � gravity
j � junction
l � liquid
t � total
v � vapor
w � wick

onstant

 � 0.59 �as in Eq. �7��
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ffset strip-fin heat exchangers have numerous applications
hroughout various industries because they can provide a large
mount of heat transfer area in a small volume. The widespread
se of the offset strip-fin design has ensured that there are numer-
us dimensional variations and shown that changes in dimen-
ional parameters affect performance. It is then important to un-
erstand how the geometry of an offset strip-fin heat exchanger
an affect its performance. Therefore, an investigation into the
arametric effects on the global performance of an innovative
igh-temperature offset strip-fin heat exchanger was numerically
erformed in this study, where the numerical solution was ob-
ained through a finite-volume method. Computations were car-
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ried out for each of the heat exchanger’s geometrical parameters:
fin thickness �t�, fin length �l�, channel height �H�, spanwise pitch
�px�, and the newly introduced gap parameter �g�. Also, the effects
of rounding the fins leading and trailing edges were investigated,
while the heat exchanger’s volume, mass flow rates, and inlet
temperatures were kept constant. The results are presented in the
form of pressure drops and heat transfer rates, and the coefficient
of performance parameter shows that fins with rounded leading
and trailing edges outperform fins with rectangular
edges. �DOI: 10.1115/1.2755068�

Keywords: heat exchanger, offset strip-fin, rounded fins, gaps,
compact

Introduction
The understanding of offset strip-fin heat exchangers has been

extensively investigated in the past, particularly the hydrodynamic
and thermal hydraulic effects of fin thickness, fin length, and
spanwise pitch of fins with rectangular edges. There are several
books �1–4� and numerous experimental and numerical investiga-
tions outlining these performance characteristics.

A brief review of experimental works shows that Norris and
Spofford �5� were first in the field, and they determined the effects
that fin thickness, fin length, and spanwise pitch had on the heat
transfer coefficient in an array of staggered strip fins. They also
investigated the effect of fin thickness on friction factor. Kays �6�
looked at the effects of fin thickness on the heat transfer perfor-
mance and friction factor in an array of strip-fin surfaces. Shortly
after Kays’ study, Briggs and London �7� determined the effects
that spanwise pitch had on the heat transfer coefficient and pres-
sure drop in a small array of offset rectangular-fin surfaces. Spar-
row and Hajiloo �8� later performed an investigation similar to
Kays’ and determined the effects of fin thickness on the Nusselt
number and friction factor in an array of staggered plates. The
effect of fin thickness and fin length on a pressure loss coefficient
and Nusselt number was studied by Dubrovsky and Vasiliev �9�.
Then, Dejong and Jacobi �10� investigated the effects of fin thick-
ness, spanwise pitch, and channel height on the friction factor and
Colburn factor in parallel-plate arrays. The idea of investigating
the effects of the gap parameter in an array of staggered plates
was presented earlier by Mullisen and Loehrke �11�, but they
failed to provide any data on the matter.

Numerical studies have also been used to present parametric
effects in offset strip-fin heat exchangers. Suzuki et al. �12� per-
formed an investigation into the 2D effects of fin thickness, fin
length, and spanwise pitch on the heat transfer and pressure loss
characteristics in an array of staggered plates. Xi et al. �13� per-
formed an identical investigation with a small array of offset strip
fins. Shah et al. �14� compiled a large number of numerical works
on offset strip-fin heat exchangers and reported the effects of fin
length on the friction factor and Colburn factor. The most recent
study, done by Sparrow et al. �15�, presented an analysis on a 3D

offset strip-fin heat exchanger. But several parameters in the study

OCTOBER 2007, Vol. 129 / 145307 by ASME
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ere lumped into unconventional dimensionless forms, making it
xtremely difficult to ascertain the effect that a single parameter
ad on the heat exchanger’s performance.

Despite all of this work in the field of offset strip-fin heat ex-
hangers, no one has yet published anything that covers the effects
f height, gap, and rounded fin edges. All of the previous works
ave only covered rectangular-fin edges and displayed the effects
f channel height in dimensionless form �10,16–19�. It is then the
im of this study to show the undocumented 3D effects of gap,
hannel height, and rounded fin edges on the pressure drop values
nd heat transfer rates in an offset strip-fin heat exchanger, while
roviding completeness by showing how fin thickness, fin length,
panwise pitch, and rectangular-fin edges also affected perfor-
ance.

odel
The proposed model for this study employs a liquid silicon

mpregnated carbon composite �SiC� counterflow offset strip-fin
eat exchanger, Fig. 1, which has a physical geometry defined by
n thickness �t�, fin length �l�, channel height �H�, spanwise pitch
px�, and gap �g�. The complete offset strip-fin heat exchanger
perates with a liquid to gas arrangement, where the liquid used is
liquid salt, FLINAK �46.5% LiF-11.5% NaF-42% KF�, and the

as is helium. On the liquid salt side, an operating pressure of
.1 MPa and an inlet temperature of 833 K are employed, while
he helium side operates at 7 MPa and has an inlet temperature of
273 K. These operating values as well as the mass flow rates and
verall offset strip-fin heat exchanger dimensions are kept con-
tant for each study. The mass flow rates are set at 26 kg/s for the
elium side and 64 kg/s for the liquid salt side. Also, the overall
imensions of the offset strip-fin heat exchanger are kept constant
t 1�1�0.4 m3 �height�width� length�.

Each fluid is modeled in steady state while using incompress-
ble flow, constant properties, and the appropriate flow regime.
ransitional flow is used for the helium side, Re�2500, and lami-
ar flow is used for the liquid salt side, Re�225. The use of
onstant properties for this model has been shown to have a neg-
igible effect on the results �20�. Only the friction factor on the
iquid salt side is affected, with a maximum possible error of 10%,
s shown in Ref. �20�. The use of a steady state model for the
iquid salt side is justified by Ref. �11�, which shows that at Re
500, the flow in an offset strip-fin heat exchanger is steady.
owever, Ref. �11� also shows that unsteady flow starts to set in at
e=1500. This would then require the helium side to be modeled

ig. 1 One channel of the offset strip-fin heat exchanger with
ounded fin edges
n an unsteady state, but this was not feasible due to enormous

454 / Vol. 129, OCTOBER 2007
computational constraints. Currently, it took the 3D model out-
lined in this paper approximately 96 h to reach convergence, and
there were approximately 40 different models run. Running these
models using unsteady flow on the helium side would have in-
creased convergence time by at least a factor of 2; thus, it is clear
that time constraints made it computationally infeasible to run
unsteady simulations.

Governing Equations
The offset strip-fin heat exchanger model presented in this pa-

per is analyzed using FLUENT 6.2, which is a commercially avail-
able CFD software that uses the finite-volume method to discretize
and solve the governing equations. The first set of equations, Eqs.
�1�–�3�, is used to define the necessary continuity, momentum, and
energy equations, where � is the fluid density, � is the dynamic
viscosity, � is the thermal conductivity, p is the static pressure, T
is the temperature, E is the total energy, and �ij is the Kronecker
delta. Equations �1�–�3� are written using a tensor notation; there-
fore, the x, y, z coordinates are denoted as x1, x2, x3, and the x, y,
z velocity components are denoted as u1, u2, u3, where the vector
components i, j, k equal 1, 2, 3. Neglecting body forces, the con-
tinuity, momentum, and energy equations can be written in the
following Cartesian tensor form:

��

�t
+

�

�xi
��ui� = 0 �1�

�

�t
��ui� +

�

�xj
��uiuj� = −

�p

�xi
+

�

�xj
��� �ui

�xj
+

�uj

�xi
−

2

3
�ij

�uk

�xk
�	

�2�

�

�t
��E� +

�

�xi
�ui��E + p�� =

�

�xi
��

�T

�xi
� �3�

The turbulence modeling for the helium side had to compensate
for less than fully turbulent flow; therefore, the standard k-� tur-
bulence model in FLUENT 6.2 was employed �20�. This model is
based on the Reynolds averaged Navier-Stokes �RANS� equa-
tions, which govern the transport of the average flow quantities
�21�. Neglecting the user-defined source terms, the transport equa-
tions for the turbulent kinetic energy � and the specific heat dis-
sipation rate � can be obtained from Eqs. �4� and �5�. With �
being the effective diffusivity, G the generation of mean velocity
gradients, and Y the dissipation of turbulence,

�

�t
���� +

�

�xi
���ui� =

�

�xj
���

��

�xj
� + G� − Y� �4�

�

�t
���� +

�

�xi
���ui� =

�

�xj
���

��

�xj
� + G� − Y� �5�

Numerical Methods
The offset strip-fin heat exchanger modeled in this study was

simplified through the use of symmetry planes in the spanwise
direction and along the top of the helium and liquid salt channels.
It should be noted that at the plane of symmetry, the heat flux and
normal velocity component are assumed to be zero; therefore,
there is no convective heat flux across that symmetry plane, and
the temperature gradients and tangential components of the veloc-
ity gradients in the normal direction are set to zero �21�. The
uniform velocity inlet and pressure outlet boundary conditions
available in FLUENT 6.2 were used at the inlets and outlets of the
helium and liquid salt channels. Discretization was then carried
out through a first order accurate upwind scheme �21�, where cell
face values are derived from quantities in the upstream cell, rela-
tive to the direction of the normal velocity.

The SIMPLE algorithm �21� and conjugate heat transfer �CHT�

were used to solve for the pressure-velocity field and energy equa-
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ion, where CHT solved the energy equation by taking conduction
hrough the solid SiC material and convection through the fluids
nto account. No further thermal boundary conditions were re-
uired, since the segregated solver calculates the heat transfer
irectly from the solution in adjacent cells. The solutions were
hen considered converged once residual values for the continuity,

omentum, and turbulence equations reached 10−5 and the energy
quation reached 10−6.

The mesh used for this study consisted of two regions. One
egion lied close to the fins, and it consisted of a fine mesh, in
rder to help capture the effects of vortices and flow separation. A
econd region between the fins consisted of a coarse mesh due to
he relatively uniform flow in those areas. Only one channel of the

odel was studied in the grid independence study due to the large
omputational domain required to model the entire offset strip-fin
eat exchanger. Three different meshes were chosen: a coarse
esh with 3540 nodes and 2508 hexahedral cells, a fine mesh
ith 73,182 nodes and 69,954 hexahedral cells, and a normal
esh with 22,419 nodes and 18,392 hexahedral cells. The differ-

nce in the results obtained from this study showed that there was
o more than a 5% difference in the pressure profiles between the
ne and course meshes for the helium channel, and there was an

nsignificant difference in the pressure profiles for all of the liquid
alt channel meshes. A normal mesh was then used throughout the
ntire offset strip-fin heat exchanger model, since the fine mesh
ould produce the deteriorating phenomenon of negative volumes.

esults and Discussion
The previously outlined offset strip-fin heat exchanger was nu-
erically modeled in order to determine the effects that any one

iven parameter would have on the heat exchanger’s overall per-
ormance. Each parameter was varied a number of times in order
o obtain a fairly broad view of the parametric effects, where a
orresponding rounded fin edge model was performed for each
imulation that employed rectangular-fin edges. The results from
he studies using rounded fin edges show that they produce lower
ressure drop and heat transfer rates in every case, although the
ffects are more or less prevalent depending on the case. In gen-
ral, this can be explained by the fact that rounded fin edges
educe drag due to their aerodynamic shape. This aerodynamic
hape also has a difficult time in breaking up the flow, unlike
ectangular-fin edges, and allows for greater boundary layer de-
elopment.

All of the values required to make the previous discovery were
btained after each model simulation was completed. Once the
imulations were completed, the temperature and pressure drop
esults were recorded. The pressure drop values are presented as
s, and the temperature results were used to calculate the heat
ransfer rate Q, Eq. �6�, where a is the cross-sectional flow area, cp
s the specific heat, and To and Tin are the outlet and inlet fluid
emperatures, respectively. An energy balance for each case re-
eals a 2% difference, but this is explained by the negation of
adiation, which contributes to approximately 2% of the overall
eat transfer.

Q = �uacp�To − Tin� �6�
The coefficient of performance �COP� values were calculated

sing Eq. �7�, where P is the heat exchanger’s overall pumping
ower. It should be noted that pump efficiency varies from pump
o pump, but for all calculations, it is assumed that a pump with an
fficiency of 80% is used.

COP =
Q

P
�7�

panwise Pitch
The effects of spanwise pitch on pressure drop can be seen in
ig. 2. This is expected because an increase in spanwise pitch

ournal of Heat Transfer
creates a larger flow area and allows for a thicker boundary layer
to develop. A larger flow area also decreases the flow resistance,
allowing the pressure drop values to decrease as the spanwise
pitch increases. An increase in spanwise pitch decreases the heat
transfer rate at a linear rate, where there is approximately a 3 MW
drop across a 3.25 mm increase in spanwise pitch for both liquid
salt and helium channels with rectangular edges. The liquid salt
and helium channels with rounded fin edges are affected in a
similar manner but experience about a 4 MW drop in the same
length. Similar effects of spanwise pitch on flow behavior and
heat transfer have been seen in both the experimental studies of
Refs. �5,7� and in the numerical studies of Refs. �12,13�.

For an offset strip-fin heat exchanger employing rounded fin
edges, the spanwise pitch COP follows a linear trend and doubles
across a 3.25 mm increase in spanwise pitch. The rectangular-fin
edge results follow the same linear trend but only allow the COP
to increase one and a half times across the same range. Also, the
COP for the rounded fin edges is 30% higher at a spanwise pitch
of 2.75 mm and is 40% higher at a spanwise pitch of 6 mm.
Overall, it is highly desirable to have a large spanwise pitch. The
reason for this is that the decrease in thermal power as spanwise
pitch increases is minimal, while the decrease in pressure drop is
more significant. These pronounced decreases in pressure drop
values are more prevalent for rounded fin edges; hence, fins with
rounded leading and trailing edges outperform fins with rectangu-
lar edges.

Fin Length
The experimental studies of Ref. �5� show that a decrease in fin

length will decrease heat transfer performance. This is corrobo-
rated by the numerical studies of Ref. �12�, which also states that
a decrease in fin length will result in higher pressure loss coeffi-
cients. In the present study, the pressure drop results follow the
previously observed behaviors. The pressure drop in the liquid salt
channel for both the rectangular and rounded fin edges decreases
linearly by approximately 1 kPa across a 10 mm range, and in the
helium channel, the linear decrease in pressure drop is approxi-
mately 4.5 kPa for the same range. The rounded fin edges also
produce lower pressure drops than the rectangular-fin edges in the
helium channel, where the pressure drop values for rounded fins
are about 35% lower than rectangular fins. It should finally be

Fig. 2 The effects of spanwise pitch on pressure drop
noted that there is an insignificant change in the heat transfer rate,
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hich can be attributed to the offset strip-fin heat exchanger being
ong enough to allow the thermal field to become fully developed.
he studies of Ref. �12� confirm this analysis.
Both rectangular and rounded fin edges in the studied offset

trip-fin heat exchanger yielded a COP that increased by 33% over
10 mm range; however, the COPs for the rounded fin edges
ere 40% higher at all fin lengths from 5 mm to 15 mm. The
OP values then revealed that longer rounded fins are a superior
erformer, which is explained by the heat transfer rate remaining
airly constant while the pressure drop decreases with increases in
n length.

ap
There has been no prior investigation into the effect of gap on

he performance of an offset strip-fin heat exchanger, except for
ef. �11�. In Ref. �11�, the effect of the studied gap parameter is

aid to have little effect on the performance of an offset strip-fin
eat exchanger. The present study confirms that gap has little ef-
ect on the heat transfer rate, since the offset strip-fin heat ex-
hanger is long enough to allow the thermal field to become fully
eveloped. But, it is shown that gap size does significantly affect
ressure drop, Fig. 3. The larger gap size should produce lower
ressure drops because a gap decreases the amount of flow con-
triction in each channel. Also, by holding the overall length con-
tant, a larger gap allows for fewer fins in each flow channel and
ess flow resistance.

The COP for the gap parameter supports the idea that an offset
trip-fin heat exchanger with a large gap would be an ideal per-
ormer, Fig. 4. A continual decrease in pressure drop as gap in-
reases and a fairly constant heat transfer rate give rise to this
ehavior. Fins with rounded fin edges still outperform those with
ectangular-fin edges, especially in no gap cases. The reason for
his is that the rounding of the fin edges not only streamlines the
ow but in the no gap cases, it “opens up” the flow channel by
liminating the corners of the rectangular fins.

hannel Height
The present study shows that increases in channel height de-

rease the heat transfer rate on the helium side, and it has little
ffect on the liquid salt side, Fig. 5�a�. A majority of the heat
ransfer in the liquid salt channel occurs in the spanwise direction
ue to laminar flow. However, turbulent flow in the helium chan-

Fig. 3 The effects of gap on pressure drop
els allows for the heat to be transferred equitably in the height
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and spanwise directions. This means that as the channel height
increases, it becomes increasingly difficult to transfer heat to both
the top and bottom flow surfaces, which are composed of a poor
thermally conductive SiC material. An increase in channel height
also leads to reduced pressure drop values in the helium and liquid
salt channels, Fig. 5�b�, since a larger channel height creates a
larger free flow area.

A look at the COP for channel height, Fig. 6, reveals that a large
channel height is optimum for the helium side, and a small chan-
nel height is optimum for the liquid salt side. The heat transfer
rate on the helium side does greatly decrease with an increase in
channel height, but the pressure drop values decrease at an even
greater rate. Small channel heights are the optimum choice on the
liquid salt side because the changes in pressure drop are not sig-
nificant when compared to the changes in the heat transfer rate.

Fin Thickness
The range of the values studied for the effect of fin thickness is

smaller than all of the other parameters tested, since there is a
large amount of information in the literature about the effects of
fin thickness. The study of Ref. �12� states that fin thickness does
not have a significant effect on heat transfer when Re	1200. In
the present study, this phenomenon is confirmed when one looks
at the low Reynolds number flow of the liquid salt and is further
supported by the studies of Ref. �8�. For flows with higher Rey-
nolds numbers, the effects of fin thickness on heat transfer are
more pronounced because the narrower flow channels amplify the
effects that the turbulent flow has on convective heat transfer. In
the helium channel, an increase of 0.25 mm in fin thickness
causes the heat transfer rates to increase by approximately 2 MW,
where an increase in heat transfer due to increased fin thickness
has also been reported by Refs. �6,8,13�. The main reason this
occurs is that the low thermal conductivity of the SiC material
only accounts for a small percent of heat transfer, while convec-
tive heat transfer is responsible for the majority of heat transfer.
Pressure drop results in the liquid salt channel reveal that both
rectangular and rounded fin edges produce a linear increase of
2 kPa in pressure drop over a 0.45 mm fin thickness range. Re-
sults for the helium channel show that the pressure drop for both
rectangular and rounded fin edges linearly doubles over a
0.55 mm range, where the rounded fin edges produce pressure

Fig. 4 The effects of gap on the offset strip-fin heat exchang-
er’s coefficient of performance
drops that are 33% lower than rectangular-fin edges. The main
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ontributor to increases in fin thickness causing increased pressure
rops is the decrease in free flow area; this phenomenon is also
onfirmed by the studies of Refs. �6–8,12,13�.

The COP for the liquid salt fin thickness turns out to be a
orizontal line, since relatively small changes in both pressure
rop values and heat transfer rates occur. Hence, any of the fin
hicknesses studied would prove to be an acceptable performer.
n investigation of the helium side fin thickness reveals that every
.25 mm increase in fin thickness causes a COP decrease of ap-
roximately 200. Thus, a thin fin with rounded edges performs the
est due to much lower pressure drop values.

onclusion
The current study has determined the 3D effects of rounded fin

dges and geometric parameters on a high-temperature ceramic
ffset strip-fin heat exchanger’s overall performance, where the
ffects from the rounded fin edges and geometric parameters are
iven in the form of pressure drop, heat transfer rate, and COP.

Rounded fins, as opposed to rectangular fins, were shown to
roduce lower heat transfer rates and pressure drop values in all

ig. 5 „a… The effects of channel height on the heat transfer
ate. „b… The effects of channel height on pressure drop.
ases. The COP parameters also revealed that fins with rounded

ournal of Heat Transfer
edges are superior performers when compared to fins with rectan-
gular edges. New information on previously ignored parameters,
such as channel height and gap, showed encouraging results. The
channel height studies revealed that large channel heights produce
lower pressure drops in both helium and liquid salt channels, but
only the heat transfer rate in the helium channel is significantly
affected, where an increase in channel height decreases the heat
transfer rate. This leads to a COP biased toward larger channel
heights on the helium side and smaller channel heights on the
liquid salt side. Gap studies revealed that as the gap increased, the
pressure drop values significantly decreased, while heat transfer
rates only dipped marginally. Their COP pointed out that larger
gaps are preferred; thus, showing that the traditional “nongapped”
offset strip-fin heat exchangers should only be considered when
building a “gapped” offset strip-fin heat exchanger becomes eco-
nomically unfeasible to produce.

The behavior of well known parameters, such as fin length, fin
thickness, and spanwise pitch in the current gapped offset strip-fin
heat exchanger, was performed in the same manner as shown in
nongapped. Fin length studies revealed that longer fins reduce
pressure drop, while fin length has no effect on the heat transfer
rate. Also, spanwise pitch studies showed that large values yielded
lower heat transfer rates and pressure drop values. The COP pa-
rameters coincided by stating that larger spanwise pitches and fin
lengths are preferred. Studies on fin thickness show that thicker
fins produce higher pressure drops in both the helium and liquid
salt channels. Thus, a thinner fin is preferred in all COP cases
because only the heat transfer rate on the helium side is mildly
affected by fin thickness.

Overall, the results are specific and could not be used to design
an offset strip-fin heat exchanger, but the current study does
present previously undocumented results on rounded fins, the gap
parameter, and the use of ceramics in offset strip-fin heat exchang-
ers. The results revealed how rounded fin edges and the gap pa-
rameter can affect performance. Light has also been shed on how
previously understood geometric parameters would behave in
conjunction with a new gap parameter. More general studies on
the effects of gap, rounded fin edges, and ceramic material in
offset strip-fin heat exchangers can now be undertaken since there
is an understanding of how these new introductions can affect the

Fig. 6 The effects of channel height on the offset strip-fin heat
exchanger’s coefficient of performance
typical offset strip-fin heat exchanger.
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critical review is made of recent studies of the modeling of
iscous dissipation in a saturated porous medium, with applica-
ions to either forced convection or natural convection. Alterna-
ive forms of the viscous dissipation function are discussed. Limi-
ations to the concept of fully developed convection are noted.
pecial attention is focused on the roles of viscous dissipation and
ork done by pressure forces (flow work) in natural convection in

two-dimensional box with either lateral or bottom
eating. �DOI: 10.1115/1.2755069�

eywords: porous media, natural convection, forced convection,
iscous dissipation, pressure work, Boussinesq approximation,
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Introduction
An examination of the results of the survey presented by Nield

nd Bejan �1� reveals that in the past few years, there has been a
urry of activity on investigations of the role of viscous dissipa-

ion in convection in a porous medium. Some 30 papers on this
opic bear publication dates of 2000 or later, while prior to 2000,
nly a handful of such papers were published. Some of this work
s routine, but much is of fundamental importance and several
spects are controversial. Of particular interest are the asymptotic
oundary layers and backward boundary layers that exist with
atural and mixed convection past vertical walls �2–9�, and the
hanges in fully developed and developing forced convection in
hannels and ducts �10–16� that result from the viscous dissipa-
ion. In this note, various aspects of this work are discussed in
urn.

Modeling the Viscous Dissipation Term
A prime matter for discussion is the form of the mathematical

xpression for representing the viscous dissipation in the thermal
nergy equation. This expression depends on the way in which the
rag force is modeled in the momentum equation, which follow-
ng Eq. �1.18� of Ref. �1� �with a typographical error corrected� is
ritten as

�� 1

�

�v

�t
+

1

�
� �v · v

�
�� = − �P + �eff�

2v −
�

K
v −

cF�

K1/2 	v	v

�1�

ere, v is the Darcy velocity, P is the fluid pressure, � and � are
he fluid density and viscosity, �eff is the effective viscosity, and
, K, and cF are the porosity, permeability, and a Forchheimer
oefficient of the porous medium. �Some authors prefer to use
=cF /K1/2. However, cF is preferred here because it is dimen-

ionless and depends only weakly on the geometry of the porous
edium and on the Reynolds number of the flow.� The last three
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terms of Eq. �1� are the Brinkman, Darcy, and Forchheimer drag
terms.

The standard thermal energy equation �compare Eq. �2.3� of
Ref. �1�� with local thermal equilibrium assumed and with no
energy source term is

��c�m
�T

�t
+ ��c� fv · �T = � · �km � T� �2�

Here, T is the temperature, ��c�m is the heat capacity �per unit
volume� of the porous medium, ��c� f is the heat capacity of the
porous fluid, and km is the thermal conductivity of the porous
medium. It appears that Ene and Sanchez-Palencia �17� were the
first to introduce an extra term � on the right-hand side of Eq. �2�
to account for the effect of viscous dissipation, and if the fluid is
incompressible, the porous medium is isotropic and Darcy’s law
holds then

� = ��/K�v · v �3�

To see this, note that the average of the rate of doing work by the
pressure, on a unit volume of a representative elementary volume
�REV�, is given by the negative of � · �Pv�=v ·�P since � ·v=0.
Thus, Eq. �3� tells us that in this case, � is the power of the drag
force. In fact, an argument from first principles given by Nield
�18� indicates that � should remain equal to the power of the total
drag force in more general situations. This means that the Forch-
heimer drag term should contribute an amount �cF� /K1/2�	v	v ·v to
the viscous dissipation � despite the fact that the viscosity � does
not appear explicitly in this expression. The apparent anomaly
was resolved by Nield �18� who pointed out that the Forchheimer
drag term models essentially a form-drag effect and involves the
separation of boundary layers and wake formation behind solid
obstacles on the pore scale. The pore scale convective inertial
effects contributing to the form drag lead to a substantial modifi-
cation of the velocity field and, in particular, to an enlargement of
the macroscopic region in which pore scale velocity gradients are
large. This leads to an increase in the total viscous dissipation
�summed over the whole region occupied by fluid� and hence,
because of the fundamental equality of viscous dissipation �within
a volume� and the power of the drag force �on that volume� to the
increase in the drag. Viscosity acts throughout the fluid, and not
just at the solid boundaries. The Forchheimer form-drag term
arises from the action of viscosity, mediated by the inertial effects
affecting the distribution of pressure that also contributes to stress
at the solid boundaries. Nield �18� also pointed out that once a
division is made into a term linear in the velocity, and one qua-
dratic in the velocity, it is then inevitable, on dimensional
grounds, that the Darcy term will appear with the viscosity as a
coefficient, whereas the Forchheimer term will not explicitly in-
volve the viscosity. Pertinent to this view of form-drag effects is
the work of Narasimhan and Lage �summarized in Ref. �19�� on
temperature-dependent viscosity. This work clearly shows
changes of dynamic viscosity affecting the total drag, even though
the form drag does not carry any explicit relation to the viscosity.
As far as the present author is aware, there is now a consensus on
how the Darcy and Forchheimer contributions should be modeled.
However, how the Brinkman contribution should be modeled is a
matter of current controversy. Nield �18� argued that the Brink-
man contribution should be the power of the Brinkman drag term,
so that the combined Darcy and Brinkman contributions are given
by

� = ��/K�v · v − �effv · �2v �4�

In the case of unidirectional flow in a circular tube, this takes the

form
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� =
�u2

K
− �effu�d2u

dr2 +
1

r

du

dr
� �5�

n the other hand, Al-Hadhrami et al. �20� proposed a form which
s compatible with an expression derived from the Navier-Stokes
quation for a fluid clear of solid material, so that instead of Eq.
5� they would set

� =
�u2

K
+ ��du

dr
�2

�6�

hey correctly noted that in the case where the Darcy number
a→� �where Da is defined as K /L2, where L is the character-

stic length scale�, the expression in Eq. �5� becomes negative and
o is physically unrealistic. However, it is the opinion of the
resent author �expressed in Nield �21�� that the Brinkman equa-
ion �with a term involving a constant coefficient �eff� itself is
xpected to break down as Da→�. Consequently, one should
egard a change in sign of the expression in Eq. �5� as just a
arning that one is in uncharted waters. The present author is of

he opinion that the equality of the viscous dissipation and the
ower of the drag, when volume averages are taken, is a funda-
ental principle. The principle is valid for a Darcy flow. It is also

alid for a fluid clear of solid material. It is true that this is not
mmediately obvious. The argument involves a mathematical
dentity involving derivatives. When averaging is done over a rep-
esentative elementary volume, information about these deriva-
ives is lost. This is why for finite values of the Darcy number, Eq.
6� is not consistent with the Brinkman equation. Thus, the situa-
ion is that we have two expressions for �, one �Eq. �5�� that is
ased on the Brinkman drag, consistent with the power-of-drag
rinciple but is invalid for infinite Da, and a second one �Eq. �6��
hat is valid at infinite Da, consistent with the power-of-drag prin-
iple at infinite Da but is not consistent with that principle at finite
a if the Brinkman drag is employed. That inconsistency means

hat the Brinkman drag assumption is not uniformly valid. The
resent author concludes that Eq. �6� is not properly based on the
rinkman equation. Rather, it is an ad hoc formula, based on two

eparate versions of the momentum equation �Darcy and Navier-
tokes�, with each version valid for a different Da range.
In their paper on thermally developing forced convection in a

ircular duct, Nield et al. �12� and Kuznetsov et al. �22� obtained
alues of the Nusselt number for each of the models of Nield and
l-Hadhrami et al., so in principle these results provide a basis for

n experimental test between the two models. However, the dif-
erences are significant only at high values of Da and Pe �the
eclet number� and achieving these values in an experiment is

ikely to be difficult.
Likewise, it should be possible in principle to test whether the

rinkman equation �with a term as written in Eq. �1�� breaks
own at large values of the Darcy number by performing numeri-
al simulations of flow past a sparse array of circular cylinders,
ut again there are practical difficulties. Some preliminary work
as been done by Gerritsen et al. �23� that suggests that the Brink-
an equation is indeed not uniformly valid as the porosity tends

o unity.

Scaling Considerations
An important practical consideration is the a priori estimation

f whether or not viscous dissipation is important in a particular
ase. Nield �18� noted that scale analysis, involving the compari-
on of the magnitude of the viscous dissipation term to the ther-
al diffusion term, shows that viscous dissipation is negligible if
v�1, where

Nv =
�U2L2

KcPkm�T
=

Br

Da
�7�

here the Darcy number Da=K /L2 and the Brinkman number Br

s defined by
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Br =
�U2

cPkm�T
= EcPr �8�

and in turn the Prandtl number Pr and the Eckert number Ec are
defined by

Pr =
�/�

km/��cP� f
�9a�

Ec =
U2

cP�T
�9b�

Here, cP is the specific heat at constant pressure of the fluid, km is
the effective thermal conductivity of the porous medium, and U,
L, and �T are characteristic velocity, length, and temperature
scales, respectively. For most situations, the Darcy number is
small, so viscous dissipation is important at even modest values of
the Brinkman number. These comments have been made on the
assumption that the Peclet number Pe is not large, where Pe is
defined by

Pe =
��cP� fUL

km
�10�

If it is large, then the proper comparison is the one between the
magnitudes of the viscous dissipation term and the convective
transport term. This ratio is of order Ec/DaRe, where the Reynolds
number Re=�UL /�.

For forced convection, the choice of the characteristic velocity
is obvious �some mean or maximum value of the forced velocity�.
However, for natural convection, more care is needed. For the
general situation, scale analysis �such as that presented in Sec. 4.3
of Ref. �24�� leads to the estimate

U 
 �km/��cP� fL�RaD
1/2 �11�

and the condition that viscous dissipation becomes negligible be-
comes Ge�1, where Ge is the Gebhart number defined by

Ge =
g�L

cP
�12�

and RaD is the Rayleigh-Darcy number defined by

RaD =
�g�KL�T

��km/��cP� f�
�13�

The topic of scaling is discussed further in Sec. 6.

4 Forced Convection Problem
When the effect of viscous dissipation is introduced into the

classical forced convection problem, some interesting complica-
tions arise. Some of these have been discussed by Nield �25�. It is
customary to define a Brinkman number Br �like the Nusselt num-
ber� in terms of the difference between a bulk mean temperature
Tm and a wall temperature Tw. In the case of uniform flux bound-
aries �the H boundary condition�, Br can be readily treated as a
constant for the fully developed problem. However, for the
uniform-temperature boundaries �the T boundary condition�, Tw is
a constant but Tm depends on x, and so Br depends on x. One
response is to freeze Tm at its value for some representative value
of x when determining the value of Br. An alternative response is
to declare that in this situation, fully developed flow cannot be
treated in isolation but only as a limiting case of the solution of a
thermally developing problem with a specified inlet temperature
that can be used to define Br.

There are other complications. In the presence of volumetric
heating due to the viscous dissipation, and with the wall heat flux
depending on the axial coordinate for the case of the T boundary
condition, one has to explicitly satisfy the first law of thermody-
namics instead of assuming that integration of the local thermal

energy equation leads to satisfaction of this law. A further pecu-
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iarity with the T boundary condition is that the Nusselt number as
sually defined takes one value when Br=0 and another value
hen Br�0, no matter how small. It appears that the existence of

his jump means that the concept of fully developed convection is
f limited utility in the situation where viscous dissipation is im-
ortant.

The situation is further complicated when the viscosity of the
iquid varies with temperature. For the T boundary condition with
r=0, the situation is relatively simple, because then the tempera-

ure is tending to the wall value throughout the medium as one
oves axially downstream, and consequently the Nusselt number

ends to that for the constant viscosity case. In other situations, the
emperature continually changes as the axial coordinate increases
nd there is no truly fully developed value of the Nusselt number
n a general situation. The effect of viscous dissipation then leads
o a new situation that is worthy of further investigation.

The effect of flow work �work done by pressure forces� as well
s viscous dissipation was examined by Nield �21�. The magni-
udes of these effects are governed by independent parameters,
hose ratio involves a parameter Nd defined by

Nd =
GK

�U
�14�

here G is the magnitude of the applied pressure gradient.

Natural Convection Problem
The problem of convection in a two-dimensional laterally

eated square cavity �with thermally insulated top and bottom� is
f great interest to the computational fluid dynamics community
e.g., see de Vahl Davis �26�� as well as being applicable to a wide
ariety of practical problems. The case of a porous medium has
een discussed by Costa �27�. The corresponding problem with a
lear fluid was treated by Costa �28� and Pons and le Quéré
29,30�.

Costa �27� concluded that
The unique energy formulation compatible with the first law of

hermodynamics informs us that if the viscous dissipation term is
aken into account, also the work of pressure forces term needs to
e taken into account. In integral terms, the work of pressure
orces must equal the energy dissipated by viscous effects, and the
et energy generation must be zero. If only the �positive� viscous
issipation term is considered in the energy conservation equation,
he domain behaves like a heat multiplier, with a heat output
reater than the heat input. …�T�he main ideas and conclusions
pply equally for any general natural or mixed convection heat
ransfer problem.

It is now argued that the statement in the last sentence is incor-
ect. Rather, Costa’s conclusion is specific to natural convection in
laterally heated box and does not apply generally. The argument

nvolves a close examination of the Boussinesq approximation,
nd to this we now turn.

Boussinesq Approximation
A systematic discussion of the validity of the Boussinesq ap-

roximation for liquids and gases has been made by Gray and
iorgini �31�. They expressed their result using a velocity scale

�gL�T�1/2 in the present notation. Using this velocity scale, and
he corresponding time scale, the thermal energy equation �Eq.
32� of Ref. �31�� �that represents the thermal energy equation in
hat they call the extended Boussinesq approximation and what
ons and le Quéré �30� call the thermodynamic Boussinesq equa-

ion� can be written as

DT

Dt
=

1

�PrRa�1/2�2T − Ge
T0

�T
w + Ge� Pr

Ra
�1/2

� �15�

ere, the variables are all dimensionless: they are the temperature
, time t, spatial coordinates x, y, and z, vertical velocity compo-

ent w, and viscous dissipation function �. The new dimension-
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less parameters are the fluid Rayleigh number Ra and the tempera-
ture ratio T0 /�T, where Ra is defined as

Ra =
�gL3�T

	

�16�

where � is the isobaric coefficient of volumetric thermal expan-
sion, L is a characteristic length scale that we can take as the
height of the enclosure, �T is a temperature difference that we can
take as Th−Tc, where Tc and Th are, respectively, the cold and hot
wall temperatures, and T0 is a representative absolute temperature
that we can take as the arithmetic mean of Tc and Th, while 	 is
the thermal diffusivity and 
 is the kinematic viscosity of the fluid.
The coefficient of w in Eq. �15�, namely, GeT0 /�T, is Pons and le
Quéré’s �30� parameter �.

The last term in Eq. �15� represents the effect of viscous dissi-
pation and the second to last term is the largest contribution from
the work done by pressure forces �flow work�. It is clear that both
of these terms will be negligible if Ge is sufficiently small. It is
also clear that the ratio of flow work term to the viscous dissipa-
tion term is of order �T0 /�T��Ra/Pr�1/2 and usually this will be
large, even for modest values of Ra/Pr, since T0 /�T will com-
monly be quite large. Thus, in the general situation, one cannot
ignore the flow work when the viscous dissipation is important.
However, when �Ra/Pr�1/2 is small in comparison with �T /T0, it
is the viscous dissipation term that is more important. It is empha-
sized that the above conclusion applies only when Eq. �15� is
applicable. For the case of a liquid, this equation will usually be
applicable, but in the case of a gas, another term due to the work
of pressure forces, one involving the product of Ge and the pa-
rameter ��T, becomes significant. For air, the Prandtl number
equals 0.71 and so the effective Prandtl number Pr is of order
unity or smaller, and in a typical CFD calculation, Ra could be 106

�or larger� and T0 /�T could be 10 �or larger�. In these circum-
stances, the viscous dissipation will be negligible compared with
the flow work.

We interpolate the remark that if all terms are retained in an
equation, then altering the velocity scale does not matter. How-
ever, when it comes to deciding which terms are negligible �and
hence can be ignored�, then it does matter. In the thermal energy
equation for a natural convection problem, the viscous dissipation
term is quadratic in the velocity, while the major flow work term
�involving the product of the pressure with a velocity component�
is cubic in the velocity �since the pressure itself is quadratic in the
velocity�. Hence, the velocity scale is critical in deciding which of
viscous dissipation or flow work is playing the major role in given
circumstances.

For the case of the laterally heated box, the appropriate velocity
scale is that based on the thermal conductivity, namely, 	 /L,
where 	 is the effective thermal diffusivity. This is the scaling
assumption made by Costa �27�. Now, in place of Eq. �15�, we
have

DT

Dt
=

1

�PrRa�1/2 ��2T − �w + Eck�� �17�

where the Eckert number Eck is defined as

Eck =
�	/L�2

cp�T
�18�

One can get rid of the parameter Pr in Eq. �17� by incorporating it
into the time scale �and the corresponding velocity scale�, so that
then, one has

DT

Dt
=

1

Ra1/2 ��2T − �w + Eck�� �19�

There is a fundamental difference between the bottom heating and
lateral heating cases, as represented by Eqs. �15� and �19�, respec-
tively. For the former case, the characteristic velocity, and hence

the ratio of the pressure work and viscous dissipation terms, de-
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ends on the intensity of the convective flow as measured by the
arameter Ra. In the latter case, this ratio does not depend on the
ntensity of the convective flow. This conclusion is consistent with
osta’s conclusion that in the latter case, the ratio for the inte-
rated terms is, in fact, unity.

It is possible to make a further scaling move and incorporate a
actor Ra into the velocity scale, which was done by Pons and le
uéré, ending up with

DT

Dt
=

1

Ra1/2 ��2T − �Ra1/2w + Ge�� �20�

hich can be compared with Eq. �3� in Ref. �30�. It is the opinion
f the present author that this move is ill advised because it com-
licates the discussion unnecessarily, and the more direct ap-
roach of Costa �27� is preferable.

A related study is that by Breugem and Rees �32�. They have
xplicitly derived the volume-averaged Boussinesq equations for
ow in porous media with viscous dissipation for the Brinkman
odel. They introduced a velocity scale on the assumption that

he momentum equation is dominated by the balance between the
uoyancy force and the Darcy drag force. This yields the velocity
stimate

U 
 �km/��cP� fL�RaD �21�

hey noted that this scale is only appropriate when RaDDa/Pr
1 and F�1, where F is a Forchheimer parameter. It appears to

he present author that this means that this scale is applicable to
eak natural convection but is generally not appropriate for natu-

al convection problems where the Rayleigh number is large,
hen one would expect that the expression given in Eq. �11�
ould be the appropriate velocity scale.

Lateral Heating and Bottom Heating
In this section, the difference between natural convection in a

ox resulting from uniform lateral heating �the de Vahl Davis
roblem� and that from uniform heating from below �the
ayleigh-Bénard problem� is discussed. In the first case, the basic

emperature gradient is horizontal. In the second case, it is verti-
al, and it is easy to explain what drives the convection. The rate
f release of kinetic energy due to the buoyancy force �per unit
olume� is proportional to the product of the vertical velocity
omponent w, and the temperature excess � and w� is positive
hroughout the fluid region. Indeed, the analysis of Chandrasekhar
33� shows that the onset of convection occurs at the minimum
emperature gradient at which a balance can be maintained be-
ween the kinetic energy dissipated by viscosity and the internal
nergy released by the buoyancy force. Thus, one can say that
onvection resulting from a basic vertical temperature gradient is
aused by buoyancy.

However, in the case of a basic horizontal temperature gradient,
he case is different. Now, when a fluid particle is displaced ver-
ically, no kinetic energy is released since there is no change in
asic temperature in that direction. It is only when the fluid par-
icle is displaced at a nonzero angle to both the vertical and the
orizontal that kinetic energy is released. This situation occurs in
he corners of the box. If one considers a box with two horizontal
alls and two vertical walls, with the left-hand one heated and the

ight-hand one cooled, then the release of kinetic energy is posi-
ive in the top left and bottom right corners but negative in the top
ight and bottom left corners, and by symmetry, the net effect is
ero, at least to first order in the small perturbation variables.
hus, it is a glib statement to say that the natural convection is
aused by buoyancy in this case. It is obvious that the situation is
ore subtle.
The approach of Bejan �24� is to consider the box as a closed

ystem and to argue that the only energy exchanges between the
ystem and its surroundings are the heat fluxes through the hot
nd cold walls �Qh, positive, and Qc, negative� and that the first

aw of thermodynamics requires that Qh+Qc=0. It is assumed that
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gravity plays a passive role and that any additional heating due to
viscous dissipation is balanced by work done by pressure forces.
As Bejan �24� points out, the cellular flow is the succession of
four processes �heating, expansion, cooling, and compression� so
that the convection loop is equivalent to the cycle executed by the
working fluid in a heat engine. The buoyancy effect due to gravity
releases energy that would increase the kinetic energy of the fluid
were it not that in a steady state the braking effect of viscosity
immediately converts this energy to heat. The net effect of the
heat engine is to produce degraded energy in the form of heat. In
other words, one has a heat source within the box that has to be
taken into account in the energy balance. In other books, Bejan
�34,35� discusses a “temperature gap system,” in which a
would-be Carnot engine has no shaft to the outside but instead
dissipates its power, dumping it to one or both of the hot and cold
walls. He illustrated this by figures based on the assumption that
the system is closed �with respect to mass flow� and isolated and
therefore the incoming and outgoing heat fluxes have to be equal.

Thus, the conclusion of Costa �27� is consistent with the expla-
nation of Bejan. Costa’s work shows that the following items form
a consistent set: �1� zero net release of energy as a result of buoy-
ancy, �2� computations based on equations derived using a diffu-
sive velocity scale, and �3� balancing heat fluxes at the hot and
cold boundaries.

However, it should now be clear why his conclusion about the
balance between pressure work and viscous dissipation is limited
to the case of a laterally heated box. In the case of a bottom heated
box, an additional agency, namely, the net kinetic energy released
due to the buoyancy force, comes into play. As a result, the ve-
locity scale is changed from a thermal diffusion �conduction�
value to one dependent on the Rayleigh number. No longer is
there a requirement that the pressure work and viscous dissipation
be in balance. Rather, the relative magnitude of these effects de-
pends on the intensity of the convection as measured by the value
of the Rayleigh number. For a bottom heated box, the enclosure is
closed as far as mass flow is concerned, but energy is exchanged
with the outside when uniform temperatures at the bottom and top
are maintained at fixed values and the heat fluxes at the bottom
and top adjust accordingly. The occurrence of viscous dissipation
modifies the energy balance but not in a radical way. The work
done by pressure forces also modifies the energy balance but in a
way that is not completely tied with the viscous dissipation. For
forced convection, the characteristic velocity is again different,
and so the roles of pressure work and viscous dissipation are
different in this situation, as was noted in Sec. 4 above.

It is worth adding that the result of Chandrasekhar �33� men-
tioned above can be extended from the Boussinesq case to a non-
Boussinesq case. In the case of a compressible fluid, it is known
�36� that the main effect of compressibility can be taken into
account simply by modifying the definition of the Rayleigh num-
ber, replacing the basic temperature gradient by the difference
between that basic gradient �T /L and the adiabatic gradient
�T0g /cP �=��T /L�. This implies that at the onset of convection,
the viscous dissipation is balanced by the difference between the
energy released by buoyancy and the work done by the pressure.

8 Conclusion
In this note, the discussion has ranged over a number of topics,

some of which are currently controversial. It is hoped that the
discussion will spur further investigations. In particular, the author
would like to see an experimental test of the alternative expres-
sions proposed for the viscous dissipation performed. He would
also like to see a CFD investigation of natural convection in a
square box with both lateral heating and bottom heating, with the
computations being done employing the appropriate velocity

scales and over the full range of pertinent parameters.
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omenclature
Br � Brinkman number, defined by Eq. �8�

c � specific heat
cF � Forchheimer coefficient
Da � Darcy number, K /L2

Ec � Eckert number, defined by Eq. �9b�
Eck � Eckert number, defined by Eq. �18�
Ge � Gebhart number, defined by Eq. �12�
K � permeability
k � thermal conductivity
L � length scale

Nd � parameter defined by Eq. �14�
Nv � parameter defined by Eq. �7�
P � pressure

Pe � Peclet number, defined by Eq. �10�
Pr � Prandtl number, defined by Eq. �9a�
Ra � Rayleigh number, defined by Eq. �16�

RaD � Rayleigh-Darcy number, defined by Eq. �13�
Re � Reynolds number, �UL /�
Q � heat flux
T � temperature
t � time

U � velocity scale
v � Darcy velocity
w � vertical component of the Darcy velocity

x ,y ,z � spatial coordinates

reek Symbols
� � volumetric thermal expansion coefficient
� � fluid viscosity

�eff � effective viscosity
� � fluid density
� � perturbation temperature

� � viscous dissipation function
� � GeT0 /�T

ubscripts
c � cold
f � fluid
h � hot
m � bulk, porous medium
w � wall
0 � reference
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